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Radiative and diffusive instabilities in moving fluids

by Joris LABARBE

Radiation and diffusion are inherent phenomena in Nature that anyone of us
already witnessed in the form of, e.g., the propagation of gravity waves at
the surface of water or the thermal conduction in solid structures. A certain
emission of energy is evidently associated with the presence of damping in
all sorts of dynamical systems, from the simplest spring-mass configurations
to the more complex stellar structures. For instance, as historically predicted
for the model of a rotating self-gravitating mass of fluid, presence of dissipa-
tion in the form of viscosity may lead to the onset of a secular instability, in
the form of oscillatory motions. This discovery is nowadays well-accepted
as the first illustration of the so-called dissipation-induced instability, a partic-
ular sort of instability arising in the presence of damping. A similar effect
can be encountered in the context of the emission of waves carrying modes
of opposite energy sign and yields the analogue radiation-induced instability.
We propose hereafter along this thesis to present a selection of problems in-
volving radiative or diffusive mechanisms and to carry out an exhaustive
linear stability analysis on them. Respectively, the different chapters are or-
dered as referring to the stability of the Maclaurin spheroids, the lenticular
vortices, the rotating magnetohydrodynamics flows and the fluid-structure
interactions of an elastic membrane with a uniform potential flow. A partic-
ular attention will be addressed to systems subject to two simultaneous dis-
sipative mechanisms, in order to estimate the predominance of the damped
mode of importance. By means of various analytical treatments, as well as
supporting numerical methods, we manage to solve the different boundary
value problems associated with each system and thus establish new stability
criteria in the spaces of parameters. The developed methods remain general
in their formulation and are not solely designed to only solve the problems
of interest. As a matter of fact, one can easily adapt our approach to a broad
range of applications.


HTTPS://WWW.NORTHUMBRIA.AC.UK/
https://www.northumbria.ac.uk/study-at-northumbria/new-students/engineering-and-environment/
https://www.northumbria.ac.uk/about-us/academic-departments/mathematics-physics-and-electrical-engineering/




Contents

Abstract

Acknowledgements

Declaration of Authorship

Introduction

I Dissipation-induced instabilities in rotating flows

1 Secular instabilities of Maclaurin spheroids

1.1
1.2
1.3
1.4
1.5
1.6
1.A
1.B

Historical Context . . . . . ... ... ... .. ... .. ...,
Characteristic equation in the post-Newtonian approximation
Stability of undamped spheroids . . . ... ... ... ... ..
Double-diffusive CFSinstability . . ... .. ... .......
Instability windows and Whitney’s umbrella . . . . ... ...
Conclusion . . . . . ... ... ... .
Expansion of the Hurwitz determinant . . . . . ... ... ...
Characteristic polynomial of Comins (1979) . . . ... ... ..

2 Dissipation-induced instabilities of lenticular vortices

21
2.2

2.3
24
2.5
2.6

2.7

Introduction . . ... ... .. o oo o
Equations of a rotating and stratified fluid . . . . ... .. ...
221 Density stratification . . . ... ... ... .. ...
2.2.2 Dimensional equations of motion . . ... ... . ...
223 Non-dimensionalization . . . . . ... ..........
Steadystate . . ... .... ... ... ... ... ..
Linearized equations of motion . . . . ... ... ... .....
Geometrical optics approximation . . . ... ... ... ....
Dispersionrelation . . ... ... ... .. ... ... . ...
2.6.1 Diffusionlessand Sc =1cases . .............
Centrifugal instability of a barotropic circular vortex
Connection to Acheson and Gibbons Acheson and Gib-
bons,1978 . . . . . ... ..
2.6.2 Particular cases when either vy =0ory, =0. ... ..
General stability analysis . . . . ... ...............
2.7.1 Bilharz algebraic criterion . . . .. ... ... ... ...
2.7.2  Stationary and oscillatory axisymmetric instabilities
A codimension-2 point on the neutral stability line

vii

XV

xvii

41
42
43
43
44
44



viii

2.7.3 Exchange of stationary and oscillatory instabilities . . .

2.74 OA as a genuine dissipation-induced instability . . . .

2.7.5 Sufficient conditions for the vortex stability at any Sc > 0
28 Conclusion . . .. ... ... o o

3 Double-diffusive instabilities in magnetohydrodynamic flows
31 Introduction . ... ...... ... . ... .o o L.
3.1.1 Standard magnetorotational instability . . .. ... ..
3.1.2 Helical and azimuthal MRI and Tayler instability
3.1.3 The Hain-Liist equation and its extensions . . . . . ..
3.14 Overview of thearticle . . . .. ..............
3.2 Extending the Hain-Liistequation . ... ... .........
3.3 Dispersion relation in short radial wavelength approximation
3.4 Axisymmetric perturbations . . . .. ... .o 0oL
3.4.1 Standard MRI in the ideal MHD and beyond . . . . . .
3.42 Helical MRI in the limit Pm —0 . .. ... ... ....
3.5 Nonaxisymmetric perturbations . . ...............
351 Weakfield . ... ... ... ... . 0L
352 Strongfield . ... ... ... . ... . 0 0oL
Thelimitk —0 . ... ......... ... ... ..
Thelimithk — oo . .. . .. ... . .
Growth rate optimized by kand 4. . . . . ... .........
Evolution of AMRI region in the (Ro, Rb)-plane with k
3.5.3 Tayler instability in the limitof Pm —0 . . . ... ...
3.6 AMRI and Tayler instability at finite Pm . . . . ... ... ...
3.6.1 Caseof Ro=Rb = —1andm = 1withg :3r61 Ce
362 Caseof Ro=Rb=—1/2and m =1withg=3ry"
3.6.3 Caseof Ro=—3/4,Rb = —1and m = 1 with g = 3r;"
3.7 Global stability analysis . . ... .................
3.7.1 Background fields and Rossby numbers . . . . . .. ..
3.7.2 Pseudospectral expansion . . . . ... ... ... ...
3.73 Numericalresults . . . ... ................
38 Conclusion . . .. ... ... .. o
3.A Derivationof Eq.(14) . . ... .. ... ... . oL
3.B ConnectiontoRef.[43] . ... ... ... ... ... ... ....
3.C ConnectiontoRef.[63] . .. ... ... ... ... ... .....

II Radiation-induced instabilities in flow-structure inter-
actions

4 Radiative instability of an infinite Nemtsov membrane
41 Introduction . ... ... ... . ... ... .. o L.
42 Model of a membrane interacting with a free surface . . . . . .
421 Physicalsystem . . . ... ... .. ... . ...,
42.2 Dimensionless mathematical model . . ... ... ...
43 Methodsandresults ... .....................

47
48
48
49

75



ix

43.1 Membrane of infinite chord length . . . . .. ... ... 85
Dispersion relation for the fluid layer of arbitrary depth . . . . 86
Analysis of the dispersion relation . . . ... ... ....... 88
Wave energy of the Nemtsov system for membrane of infinite
chordlength . . . .. ...... ... ... ... . ... 96
44 Discussion . .. ... ... ... . oo e 100
45 Conclusion . . .. ... ... .. o o oo 102
4. A Sensitivity analysis of dispersion relation . . ... ....... 104
4 A1 Sensitivity of simpleroots . . . .. ............ 104
4.A.2 Double root of the dispersion relation: generic case . . 105
4.A.3 Double root of the dispersion relation: degenerate case 106
4B References . .. ... .. ... ... ... ... .. . ... 107
5 Radiative instability of a finite Nemtsov membrane 111
51 Introduction . ... ... . ... ... ... .. . ... 114
52 Mathematical formulation . . . .. ... ... .......... 118
521 Velocity potential via inverse Fourier transform . . .. 119

5.2.2 Integro-differential equation for membrane’s deflection 119
5.3 Shallow water analysis of the finite-chord Nemtsov membrane 120

5.3.1 Velocity potential in the shallow water limit . . . . .. 120
5.3.2  Explicit form of the velocity potential by means of residue
calculus . ... ... 121
5.3.3 Explicit expression for the membrane displacement by
means of Laplace transform . . . . .. ... ... .... 122
5.3.4 Integral eigenfrequency relation . ... ......... 123
5.3.5 Perturbation of eigenfrequencies . . . . ... ... ... 123
53.6 Stability diagrams in the shallow water limit . . . . . . 124
5.3.7 Exploring fluid dynamics analogy to superlight normal
and inverse Dopplereffects . . . . ... ... ... ... 127
5.4 Deep water limit of the finite-chord Nemtsov membrane . .. 129

5.5 The finite-chord Nemtsov membrane in the finite-depth layer 131
5.5.1 Counting and localizing the poles of a non-polynomial

integrand in the integro-differential equation . . . . . . 132
5.5.2 Galerkin discretization and reduction to an algebraic
nonlinear eigenvalue problem . .. ... ........ 134
5.5.3 Jacobian of the nonlinear matrix pencil F(w) . . . . . . 135
5.5.4 Numerical evaluation of the integral in (88) . . . . . .. 136
5.5.5 Newton-like numerical method for solving the nonlin-
ear eigenvalue problem . .. ... ... ......... 137
5.5.6  Stability maps for the finite-chord Nemtsov membrane
in the finite-depthflow . . . . . ... ... ... ... .. 139
56 Concludingremarks .. ... ................... 141
Conclusion 145

Bibliography 147






xi

List of Figures

1.1
1.2
1.3
1.4

1.5
1.6
1.7

1.8

2.1

2.2

2.3
24

2.5
2.6

3.1
3.2

3.3

34
3.5
3.6
3.7
3.8
39

3.10
3.11

3.12
3.13

Spectral analysis of the undamped Maclaurin spheroids . . . . 12
Spectral analysis of the viscous Maclaurin spheroids . . . . . . 14
Spectral analysis of the double-diffusive Maclaurin spheroids 14
Movement of eigenvalues for the undamped and damped Maclau-

rinspheroids . . . . .. ... ... ... ... L L. 15
Critical eccentricity over x and Taylor expansion around ¢y . . 17
Whitney’s umbrella and cross-section of the stability domain . 18
Generalized undamped f-modes of spheroids for arbitrary az-

imuthal wavenumbersm . . . . ... ... .. ... .. ... 19
Instability window for a model of neutron star — representa-

tion of the critical angular frequency over the temperature . . 22

Ilustrative pictures of stratified lenticular vortices encountered

inNature . . . . . ... e 30
Stability maps with codimension-2 points for various values

of Sc. . . o 40
Loci of the codimension-2 pointsfor Ek =1 . . . . . ... ... 44
Growth rates and frequencies for m = 0, Ek = 1, Ro = 1, and

various valuesof y1and vy, . .. ... ... Lo L. 45
Stability maps for Ek = 1 and various values of y1, 72 and Sc. 46
Parabolicenvelopefor Ek=1 . ... ... ... .. ... ... 47
Growth rate over k for various values of Rb . . . . . ... ... 59
Growth rate over the azimuthal Hartmann number Hay for

k=0 o 60
Growth rate over the azimuthal Hartmann number Hay for

k—oo 61
Growth rate over the magnetic Rossby numberRb . . . . . .. 61
Stability maps in the Rossby plane Rb, Ro for various values of k 62
Regions of Tayler instability in the m,Rb-planefor§ =0 ... 64
Regions of Tayler instability in the m,Rb-planefor§ =3 ... 64

AMRI regions in the Hay, , Rej-plane for various values of Pm 65
Maximized over k growth rate versus Hag, for various values

of Rep . . . . o e 66
Instability regions in the Hag,, Rei-plane for various values of

Pm .. o 66
Maximized over k growth rate versus Hag, . . . ... ... .. 67

AMRI regions in the Hay, , Pm-plane for various values of Re; 67
Instability regions in the Hag,, Rej-plane for various values of
P e e e e 68



xii

3.14 Growth rate over the magnetic Rossby number Rb computed
from the Hain-Liist equation and the numerical solution of the
BVP in different wavelength limits . . . ... ... .......
3.15 Growth rate over the wavenumber k computed from the Hain-
Liist equation, WKB approximation and the numerical solu-
tion of the BVP in different wavelength limits . . . . . .. ...
3.16 Stability maps in the Rossby plane Rb, Ro computed from the
Hain-Liist equation and the numerical solution of the BVP in
different wavelength limits . . . .. ... ... ... ... ..

41 Sketch of the Nemtsovsystem . . . .. ... ...........
4.2 Dispersion curves of the membrane with infinite extension for
various values of the parametera . . . . . .. ... ... .. ..
4.3 Real and imaginary parts of the roots of the dispersion relation
over M with their approximation . . . ... ... ... .....
4.4 Stability maps in the different parameter spaces with the ap-
proximations around the crossings . . . . ... ... ... ...

92

4.5 Stability maps in the (M, B)-plane for various values of wavenum-

bers x with their approximations . . . ... ... ... ... ..
4.6 Real and imaginary parts of the roots of the dispersion relation
over My, with their approximation . ... ... ... ......
4.7 Stability map in the (My, k)-plane and the associated conical
singularity with its approximation . . . ... .. ... ... ..
4.8 Cross-sections of the neutral stability surface with their ap-
proximations . . . . . .. ...
49 Averaged wave energy and mode over M for various values
of theparametera . . . . . ... ... .. ... .. .. ...,
410 Averaged wave energy and mode over My, for various values
of the wavenumberx . . . .. ... ... .. ... . ... . ...

4.11 Dispersion curves over the wavenumber « for various values
Of My o o v o e e e

5.1 Sketch of the Nemtsov system with views from aside and from
above . . ...
5.2 Instability regions in the (M, M)-plane for the shallow water
limit with various membranemodesn . . . . . ... ... ...
5.3 Growth rate of perturbed frequencies of the shallow water mem-
braneover M . . .. ... ...
5.4 Stability maps in the (y, M)-plane for the shallow water limit
with various membranemodesn . . . .. ... ... ... ...
5.5 Surface ‘modes’ of the fluid layer for fixed valueof w . . . . .
5.6 Instability domain in the (M, I')-plane and growth rate over M
for thedeep water limit. . . . .. ........ ... .. ...,
5.7 Convergence of integral v over the radius R for different pairs
ofwand M. .. ... ... .. o
5.8 Convergence of the roots of finite-depth dispersion relation to
the roots of shallow and deep water limits over the membrane
length'. . ... ... o

93

126



59

5.10

511

512

5.13

5.14

Stability maps in the (My, M)-plane for the finite-depth layer
with various membranemodesn . . . .. ... ... ... ...
Stability maps in the (y, M)-plane for the finite-depth layer
with various membranemodesn . . . .. ... ... 0L,
Instability domains of the finite-depth system and finite-chord
membrane in the (I', M)-plane with various membrane modes
nand zoomsonthepanels. . . .. ........ ... . ...,
Finite-depth growth rate comparison with shallow water solu-
tionasI'— oo . ... ... Lo oo
Instability domains of the finite-depth system and finite-chord
membrane in the (I', M)-plane with various membrane modes
n and comparison of growth rates of finite-depth and shallow
water solutionasI' —co . . . . ... oL oo oL
Instability domains of the finite-depth system and finite-chord
membrane in the (I', M)-plane with various membrane modes
nand zoomsonthepanels . . . .. ...... ... .. ... ..

xiii






XV

Acknowledgements

First and foremost, I am undoubtedly grateful to my supervisor and men-
tor, Oleg, with whom this thesis has been nothing but a pleasant journey. I
am still impressed by the ideas you can develop during your research, al-
ways trying to go further from the simple statement and to connect the dif-
ferent communities altogether. I really enjoyed all the moments we shared
discussing about science, or about life in general and I assume it made me
not only a better scientist, but a better person in general. Many thanks for
everything, I am convinced that we will be able to work together again in the
future and I am looking forward to this moment.

I would also like to thank the members of my panel at Northumbria, Gert,
Stephane, and Richard, for their support and their help. In general, I am
grateful to Northumbria University for all the aid they provided to me and
for allowing me access to the different facilities when I needed. A special
mention to Jimmy Gibson, who helped me accessing the HPC cluster and
gave me experience with parallel computing. Thank you also to the mem-
bers of the PhD office in the Mathematics department, we shared some nice
moments though the pandemic restrained us to meet again in this room. I
wish you all the best for the future.

Many thanks to all my friends in Newcastle-upon-Tyne, especially from
my accommodation, it was wonderful to meet you and to go through this
experience by your side. We supported each other during the difficult times
of the pandemic, and I am grateful today to know every one of you. Now I
carry a long list of countries to visit, to meet all of you again in the future.

Obviously, I am indebted to my friends from France who not only sup-
ported me through this PhD, but since the day I met them. I cannot list you
all but please remember that I care for each of you. Thank you, Maxime, and
Paul, to always be here for me, I know that wherever I could go I will always
tfind you two sooner or later. I consider you as my brothers and I wish both
of you the best in your life.

Last but not least, I would like to thank the persons without whom noth-
ing would have ever been possible, my family. Many thanks to my parents
for their love and wisdom, for constantly supporting me regardless of the
decisions I would made and for always cheering me. Thank you also to my
brother for everything, you always inspired me, and I know we will continue
to share good moments whenever I will see you.

This thesis is not my achievement, but the one of every persons men-
tioned in this memoir and I could only say one more word to all of you ...

Merci






XVil

Declaration of Authorship

I, Joris LABARBE, declare that this thesis titled, “Radiative and diffusive insta-
bilities in moving fluids” and the work presented in it are my own. I confirm
that:

¢ This work was done wholly or mainly while in candidature for a re-
search degree at this University.

¢ Where any part of this thesis has previously been submitted for a de-
gree or any other qualification at this University or any other institu-
tion, this has been clearly stated.

* Where I have consulted the published work of others, this is always
clearly attributed.

* Where I have quoted from the work of others, the source is always
given. With the exception of such quotations, this thesis is entirely my
own work.

¢ I have acknowledged all main sources of help.

* Where the thesis is based on work done by myself jointly with others,
I have made clear exactly what was done by others and what I have
contributed myself.

* Any ethical clearance for the research presented along this thesis has
been approved. Approval has been sought and granted through the Re-
searcher’s submission to Northumbria University’s Ethics Online Sys-
tem/external committee on August 29", 2019.

I declare that the Word Count of this Thesis is 34,067 words.

Signed: JORIS LABARBE

Date: AUGUST 27, 2021







Xix

Dedicated to my family






Introduction

Radiation and dissipation within dynamical systems are natural and indu-
bitable phenomena arising in a broad class of physical applications and lead-
ing to counter-intuitive concepts. Historically, dissipation of energy has for
a long time been thought to act as a damping effect in oscillatory systems,
due to viscous drag or electrical resistance to name a few illustrations. De-
spite this general belief, Kelvin and Tait have argued that viscosity could
possibly destroy relative motions within a dynamical system consisting in a
homogeneous mass of fluid in self-gravitation and hence leads to unstable
configuration (Kelvin and Tait, 1867). This well-known problem is that of
the so-called Maclaurin spheroid, the most stable configuration of rotating
liquid ellipsoids subject to no other forces than its gravitational field. This
seminal work thus led to the first formal proof for the occurrence of instabil-
ity due to the presence of dissipation — in the form of viscosity here — for an
oscillatory system. Such phenomenon is nowadays well-accepted under the
designation of “dissipation-induced instabilities” and is inherent to a large range
of domains of application, e.g., meteorology with the Holopdinen instability
of atmospheric baroclinic flows (Holopédinen, 1961), solid mechanics with the
Ziegler destabilization paradox of the Pfltiger column (Bigoni et al., 2018) or
even quantum mechanics with nonstationary longtime dynamics observed
in a two-component Bose-Einstein condensate coupled to an optical cavity
(Buca and Jaksch, 2019). Although several methods exist for the detection of
such form of instability, it has been proven that spectral methods — namely
the study of the spectrum of the linearized operator — are a powerful tool in
this situation. We will thence be using such approach among the different
projects constituting this manuscript. In the case of Maclaurin spheroids, it
is worth mentioning that the secular instability due to the presence of vis-
cosity — predicted by Kelvin and Tait (Kelvin and Tait, 1867) — has only been
confirmed analytically in 1963 by Roberts and Stewartson, nearly a century
after the publication of this conjecture (Roberts and Stewartson, 1963). It
constitutes thus an evidence that stability analysis of systems subject to this
instability mechanism is a challenging topic of research.

Another surprising phenomenon related to radiation of energy away from
the oscillating system has been discovered through the Lamb model in 1900
(Lamb, 1900), consisting of a semi-infinite taut string with edge directly fixed
to an undamped mass-spring system. In this context, it is shown that emis-
sion of travelling waves along the string — due to the motion of the mass —
yields to a decay of the vertical oscillation. Mathematically, this result is ex-
plained from to the presence of a Rayleigh dissipation term in the equations
of motion. This phenomenon of radiation damping has since been acknowl-
edged as fundamental in its description and became paradigmatic for a broad
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range of finite — infinite — dimensional dynamical systems. More recently,
gyroscopic versions of the Lamb model have been proposed as an evidence
for the "radiation-induced instabilities’, namely instabilities due to wave radia-
tion. This new class of system, although conceptual in their definitions, relate
to destabilizing mechanisms such as the Chandrasekhar-Friedman-Schutz
(CFS) instability for rotating neutron stars, internal-gravity waves radiation
in stratified vortices or membrane flutter due to fluid coupling to name a
few. All these different models highlight various connections with interesting
physical phenomena, gathered around the emission of waves in the medium
considered.

Formally speaking, the investigation of such systems presented above is
mainly based on the determination of relative Hamiltonian equilibria (Bloch
et al., 2004). It is assumed in general that possessing Hamiltonian struc-
ture for a dynamical system confines its spectrum along the imaginary axis,
while the system remains stable. However, departure of eigenvalues from
the imaginary axis has been proved to be a direct consequence of the pres-
ence of dissipation within the system and yields loss of energy equilibrium.
This observation is explained physically in terms of the presence of modes
carrying negative energy inside the system. As an illustration, a wave pos-
sessing such characteristic is extracting some part of the total energy of the
system, while increasing the wave energy modulus of the radiator acts in a
similar way as a pump. Undoubtedly, such a mechanism is only possible in
configurations breaking the equipartition of energy — defined according to
the virial theorem (Maissa, Rousseaux, and Stepanyants, 2016) — due to the
presence of dissipation or the coupling with positive energy waves in a non-
static system. Because the amplitude of the wave is growing as the energy is
radiated away, it generates an instability of the system. We thus propose to
investigate systems where such mechanism occurs and more accurately, this
manuscript mainly focuses on systems involving moving fluids.

Hence, we are presenting hereafter different configurations, all subject to
the same class of instabilities, but arising from various physical applications.
As a first step, we illustrate in Chapter 1 the phenomenon of dissipation-
induced instability through the revival of the classical CFS mechanism, from
its historical formulation to its recent extension as a promising candidate for
the detection of gravitational waves from single rotating stars. This study
will give us the opportunity to extend the stability analysis to the case where
two types of damping are present. We follow the latter chapter with the anal-
ysis of rotating stratified vortices in Chapter 2 to highlight the spontaneous
emission of internal gravity waves and to better understand the destabiliza-
tion of rotating ellipsoids in oceans (the so-called Meddies) with its concep-
tual connection to the phenomenon of gravitational waves emission in the
frame of general relativity. After the review on this classical problem, we
will bifurcate to another class of double-diffusive problems in Chapter 3,
namely the resistive magnetohydrodynamics (MHD) equations. This sys-
tem, despite being widely studied in the literature, is analyzed in the context
of a Lagrangian formulation leading to a new dispersion relation, as well as
previously unknown domains of instability. To illustrate the mechanism of
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instability due to radiation of waves as for the Lamb model, we pursue our
investigation with a fundamental problem of fluid-structure interaction in
Chapter 4 for an elastic structure with infinite extension first. In addition of
playing the role of an unprecedented hydrodynamical model for the under-
standing of anomalous Doppler effect and its connection to flutter theory, we
establish this problem in the general context of radiation-induced instability.
The extension of the previous study to the case when the elastic structure
is assumed finite in the direction of the flow is considered in Chapter 5 and
new patterns of instability are presented. We introduce in this study a gen-
eral treatment for such class of systems, possibly adaptable for other related
problems involving fluid-structure interaction.

It is worth mentioning that, despite arising from different fields of ap-
plication, all these problems are directly related to the concepts of radia-
tive and diffusive instabilities in their mere form. Therefore, we expect this
manuscript to be appreciated as a non-exhaustive but worthwhile review
on several fundamental problems of great interest for the different scientific
communities involved.






Part 1

Dissipation-induced instabilities
in rotating flows






Chapter 1

Secular instabilities of Maclaurin
spheroids

“Pour les uns, qui voyagent, les étoiles
sont des guides. Pour d’autres elles ne
sont rien que de petites lumiéres. Pour
d’autres qui sont savants elles sont des
problemes.”

Antoine de Saint-Exupéry, Le Petit
Prince

In this chapter, we introduce the reader to the valuable notion of instabil-
ities induced by dissipation, or equivalently, from the presence of damping
mechanisms. For this purpose, we present hereafter a classical problem on
the stability of a hydrodynamic model of rotating stars to highlight the exis-
tence of such phenomenon and its impact.

1.1 Historical Context

Maclaurin spheroids are known to be the simplest stable configuration of a
self-gravitating mass of fluid in rotation. They have been discovered in 1742
by Maclaurin, a Scottish mathematician, and primarily used to describe the
ellipsoidal shape of our planet Earth (Maclaurin, 1742). These geometrical
figures are defined from the eccentricity of meridional cross-sections (Chan-

drasekhar, 1969)
2
as
—4/1—=( = 1.1
¢ (a1>, (11)

where a3/a; is the ratio of semi-minor to semi-major axes of the ellipsoid.
Even nowadays, these structures are still well-accepted as a decent model
for studying the stellar evolution of stars or planets among the astrophysical
community (Glampedakis and Gualtieri, 2018). Following from the introduc-
tion of Maclaurin spheroids, other sphere-like configurations departing from
the Maclaurin sequence have been found from famous scientists, such as the
Jacobi or Dedekind ellipsoids to name a few. A classical monograph on the
classification and analysis of these figures of equilibrium has been published
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by Chandrasekhar, 1969 and remains the most reliable source of information
on the subject. Hereafter along this study, our focus is directed along the sta-
bility of homogeneous figures of Maclaurin spheroids exclusively due to the
existence of noteworthy physical phenomena that have been found for this
particular geometry.

The first predicted instability for this class of spheroids is due to Riemann,
who established in 1861 the onset of a dynamical instability when exceeding
a precise value of eccentricity (Riemann, 1861). This effect is in opposition
of the equilibrium observed below this threshold and yields destabilization
of the spheroids in the form of oscillating motions. Slightly prior to Rie-
mann, nearly a century after Maclaurin, Meyer and Liouville have deduced
from the bifurcation of ellipsoids from Maclaurin to Jacobi sequences a crit-
ical eccentricity for this transition (Meyer, 1842; Liouville, 1851). Moreover,
Kelvin and Tait proposed the hypothesis that under the presence of viscosity,
damped Maclaurin spheroids may become unstable due to the radiation of
energy outside the system (Kelvin and Tait, 1867). Surprisingly, the onset of
this “dissipation-induced instability’ sets exactly at the eccentricity established
by Meyer and Liouville a few decades earlier. This neutral stability threshold
is nowadays well-accepted as the bifurcation point towards a secular insta-
bility due to damping in the form of viscosity, as confirmed by Roberts and
Stewartson (Roberts and Stewartson, 1963).

In a seminal work on the theory of gravitational radiation, Chandrasekhar
rigorously proved that Maclaurin spheroids may transit to an unstable con-
figuration while emitting gravitational waves, due to a similar mechanism of
secular instability as in the case of viscous damping (Chandrasekhar, 1970a).
What is further remarkable in this discovery is that it does not necessarily re-
quire to enter within the global framework of general relativity, but only ne-
cessitates to consider a sufficient approximation of Einstein’s field equations
(Chandrasekhar, 1970b). Such prediction, beyond its extraordinary theoret-
ical insights in the understanding of stars evolution, is today an even more
important pledge as gravitational wave events have been formally detected
by LIGO and Virgo (Abbott, 2016). Although at the present all detections
were due to collisions of massive binary stars and black holes, we still carry
great hope in the new generation of detectors to possibly confirm the eventu-
ality of emissions of gravitational waves from a single rotating object. One of
the main candidates for such phenomenon is the Chandrasekhar-Friedman-
Schutz (CFS) mechanism, which arises from Chandrasekhar secular instabil-
ity and its further extension by Friedman and Schutz to the general frame
of rotating neutron stars (Schutz and Friedman, 1978a; Schutz and Fried-
man, 1978b). In the continuation of the precedent analysis, a consideration of
viscosity and gravitational radiation contributions has been examined alto-
gether by means of perturbation theory (Lindblom and Detweiler, 1977). This
study investigated the influence of each damping mechanism in the double-
diffusive system to determine the predominant mode for the secular instabil-
ity of Maclaurin spheroids.

We intend along this chapter to present an exhaustive review on the CFS
instability of the Maclaurin spheroids subject to double-diffusive mechanisms
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of both viscosity and radiation of gravitational waves and place this phe-
nomenon into the modern context of the theory of dissipation-induced in-
stabilities. This allows us to introduce the reader to a number of impor-
tant concepts, e.g. of singularity theory, and analytical methods that will be
used throughout the rest of this thesis. On the other hand, our perturbative
approach leads to an original and universal treatment of the CFS that con-
tributes in the blending of fundamental ideas into a comprehensive review
that is, from the best of our knowledge, not available in the literature.

1.2 Characteristic equation in the post-Newtonian
approximation

If Maclaurin spheroids are a mere model to easily examine the stability of
self-gravitating masses of fluid from simplified equations of motion, even
in the presence of viscosity, to include the effects due to the theory of gen-
eral relativity is a challenging effort to overcome. From the post-Newtonian
limit, originally developed by Thorne while seeking the presence of grav-
itational radiation in the weak-field approximation of Einstein’s equations
(Thorne, 1969a; Thorne, 1969b), Chandrasekhar and Esposito developed a
similar approach to the equations of hydrodynamics to include the influence
of damping due to radiation of gravitational waves (Chandrasekhar and Es-
posito, 1969b). As presented in two outstanding papers, the characteristic
equation for a Maclaurin spheroid of mass M and density p in the presence of
kinematic viscosity v and damping term due to the emission of gravitational
radiation reduces to a high-degree polynomial in the eigenvalue A (Chan-
drasekhar, 1970a; Chandrasekhar, 1970b). We present such expression while
reminding that it corresponds to the toroidal modes of the spheroid, namely
the modes of oscillation with even parity as derived from the second-order
virial equations (Chandrasekhar, 1969). Written in terms of a polynomial ma-
trix pencil L for the eigenvalue A, it yields

LOA) = PM+A(G+D)+K+N(A) =0, (1.2)

where M and K are symmetric mass and stiffness matrices, respectively,

1 . 2
Mo 0 k= 4b — 20 0 ,
0 1 0 4b — 2002

with expressions b and () defined later in this section. Matrix G is a skew-
symmetric gyroscopic matrix given by

5(0 —Q
=2a )

The matrices D and V in pencil (1.2) represent the nonconservative effects
due to viscous dissipation and gravitational radiation reaction. Explicitly,
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these matrices read

o [10n+ 16600% (6b — O?) —-302/2
a ~301/2 10 + 16602 (6b — 0?) |/

N=s 2‘72),
—q2/2 21

where the dimensionless parameters

B v 5 — GMa3(7tGp)3/?
= a2(nGp)l/2" 5¢5 ’

(1.3)

correspond respectively to a viscous damping and gravitational radiation re-
action terms, with G the universal gravitational constant and c the speed of
light in vacuum.

As one can notice, matrices constituting expression (1.2) are expressed
in terms of subsidiary functions that are inherent of the geometry of these
spheroids. For instance, we present the Maclaurin’s law for the angular ve-
locity Q) in terms of the eccentricity e defined in (1.1), as (Chandrasekhar,

1969)
0% (e) = 218—3_62 <3 — 2€2> sin"le— il (1 — ez) . (1.4)

62
Moreover, we define the remaining functions from first, the integral defini-
tion (Chandrasekhar, 1969)

o0 a?azudu
b= / 1 , 15
0 (a3 +u)3(a3+u)l/2 (1.5)

which, when expressed in terms of e, yields

b(e) = 146_5 e (462 — 3) sin"le+ ﬁ <3 — 2€2> (1 - e2> . (16)

The expression (1.6) allows us to write the terms g; and g, from the post-
Newtonian approximation explicitly as Chandrasekhar, 1970a and Chandrasekhar,
1970b

g = 2A3 (92 . 2b> - §A5 187302,
»n = —8Q (3A2 - 492> (QZ - Zb) +8A%0 — 15205.

Note that b(e) can be expressed via ()(e) as follows

1 4¢3 e —1

ble) = —ga22 3 O+ 5a—5

(1.7)
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The polynomial pencil (1.2) governs the stability of Maclaurin spheroids
and read the following characteristic equation

p(A) = det £L(A) = 0. (1.8)

We may notice that the system is said to be undamped only when the dissi-
pative coefficients y and ¢ are identically equal to zero.

1.3 Stability of undamped spheroids

We start our analysis from the undamped system, i.e. the case corresponding
to the absence of dissipative effects (1 = = 0). In this limit, the characteris-
tic polynomial (1.8) reduces to

po(A) = 402007 + (200* — A% — 4b)2. (1.9)

We immediately find the four roots of the polynomial (1.9) as the eigenvalues
of the inviscid Maclaurin spheroids +(iQ) + iv/4b — Q?). We denote two of

these four roots as
Ay =iQEiv4b — Q2 (1.10)

Taking into account expressions (1.4) and (1.6), we can determine the
point of neutral stability (the exact same point where the Maclaurin sequence
bifurcates to the Jacobi family, as found by Meyer and Liouville (Meyer, 1842;
Liouville, 1851)). Substituting the neutral value of A = 0 in (1.9), we recover
the critical eccentricity as being equal to e;, = 0.812670. .., which is a solution
of the transcendental equation 4b(e) = 20)?(e), equivalent to

. sin <6(3 +10e%)V1 — ez>

1.11
3 4 8e? — 8et (L.11)

In a similar way, we obtain from the analysis of solutions (1.10) the criti-
cal eccentricity eg that yields dynamical instability (historically found by Rie-
mann (Riemann, 1861)) as a root of the equation 4b(e) = Q?(e), reading

e = sin <6(3+432)\/1 —32)

1.12
3 4 202 — 4e4 ( )

Solving (1.12) for the eccentricity e, we recover the bifurcation point ey =
0.952886... for the onset of dynamical instability in Maclaurin spheroids.
Substituting (1.7) into the equation 4b(e) = Q?(e), we find the value of the
angular velocity at the Riemann point

_ 8(1—¢€d)e;

= = 0.440219..., 1.13
3+ 263 — 4ej (1.13)

0Of = O*(e)

so that ()9 = 0.663490. ... It is worth noticing that eigenvalues at the Rie-
mann point are double imaginary, such that A5 (eg) = iQp.
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FIGURE 1.1: The growth rate and frequency of the inviscid Maclaurin sequence related

to the eccentricity of the spheroid. The red dot in the left panel represents the Riemann

point of bifurcation at ey = 0.952886 ... while the green dot in the right panel represents
the Meyer-Liouville point of neutral stability, i.e. e; = 0.812670.. ..

With the departure of the eccentricity from ey, the double eigenvalue i)
splits as follows (Kirillov, 2021)

A = iQg iy 2P0 (190 o o) 1.14
o =10+ e \33a2 (eg —e) +Of(eg —e), (1.14)

where the partial derivatives are evaluated at e = ¢, so that

dpo  256(1 —€3)(2ef + 5 —2)eg  405(2ef + ¢ —2)
de (4ef — 2¢3 — 3)2 - e(1-¢€d)

7

and
19po

2 9A2
Taking into account the relation (1.7) along with expression (1.13), we find
that

— 6 (Ad (e0))” + 8b(eo) = —603 + 8b(eo).

19%py  32(1—é})ed
2002 4ef —2e3 -3

= —403.

Then,

apo (19%po _12022652—265—1
de \ 2 0A2 O ep(1—e2) '

and the Newton-Puiseux expansion (1.14) takes the explicit form (Kirillov,
2005)

2052 —2¢2 —1
Ay =iQg £ iy — 2
eo(1—ef)

Hence, the Maclaurin spheroids without dissipation are marginally sta-
ble for all eccentricities smaller than the Riemann value ¢y and unstable for
eg < e <1, see Fig. 1.1. In the interval between the Meyer-Liouville and the

(60 — 6) + O(E() - 6). (1.15)
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Riemann points, the Maclaurin spheroids are gyroscopically stabilized. This
gyroscopic stabilization can be lost in the presence of dissipation (Bloch et al.,
1994; Kirillov, 2007; Krechetnikov and Marsden, 2007; Kirillov and Verhulst,
2010; Kirillov, 2021).

1.4 Double-diffusive CFS instability

As predicted first by Kelvin and Tait (Kelvin and Tait, 1867), and further
confirmed by Roberts and Stewartson using asymptotic analysis (Roberts
and Stewartson, 1963), the presence of viscosity — regardless of how small
the damping parameter is — leads to the onset of a secular instability in the
Maclaurin spheroids. In our case, assuming the presence of a non-vanishing
coefficient y in the dispersion relation (1.8), we find the roots A of this char-
acteristic equation and present the results in Fig. 1.2. From the observation of
both panels, onset of the secular instability takes place at the Meyer-Liouville
eccentricity (represented with a green dot in Fig. 1.2) reading thus a positive
growth rate for e;, < e < 1. As we can notice, the crossing observed in the
frequency of the undamped case, cf Fig. 1.1, corresponds now to an avoided
crossing around the Riemann point of bifurcation. This phenomenon is a
well-known and typical feature of systems subject to dissipation-induced in-
stabilities (Bloch et al., 1994; Krechetnikov and Marsden, 2007; Kirillov and
Verhulst, 2010; Kirillov, 2021). Similarly, we present the same analysis for
the case of a spheroid subject also to gravitational losses (with § # 0) in
Fig. 1.3 and we notice comparable patterns of secular instability as in the
purely viscous limit. However, in the presence of both damping mechanisms,
as highlighted in this figure, the instability triggers at a critical eccentricity
e € [er,e], withe — e as 6 — 0 (when the double-diffusive system asymp-
totically converges to the viscous configuration). We therefore propose to
analyze further the case where viscosity and gravitational radiation reaction
terms are simultaneously present to investigate their influence on the stabil-
ity of the spheroids.

It was emphasized by Chandrasekhar (Chandrasekhar, 1970a) that the
mode becoming secularly unstable in the presence of viscosity arises from
a distinct branch in the dispersion relation than the mode unstable due to
the emission of gravitational waves. A further investigation on the predom-
inance of these modes in terms of the damping parameters (y,J) was pro-
vided by Lindblom and Detweiler (Lindblom and Detweiler, 1977) for the
double-diffusive CFS instability. It becomes clear from their study that the
minimal value of eccentricity for which a secular instability is admissible is
indeed the Meyer-Liouville point of bifurcation. From a geometrical point of
view, this argument is due to the branching of the Jacobi and Dedekind el-
lipsoids from the Maclaurin sequence at this critical value, allowing thus the
spheroids to release energy due to the presence of dissipation. Naturally, the
upper limit for the onset of a secular instability corresponds to the Riemann
threshold for dynamical instability, namely e = ¢p. This idea of predomi-
nance of damped modes is popular among dissipation-induced instabilities
and can easily be identified from the analysis of the spectrum of operator
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FIGURE 1.2: The growth rate and frequency of the viscous Maclaurin sequence with
damping coefficient 4 = 0.01, related to the eccentricity of the spheroid. The green dot in
both panels represents the Meyer-Liouville point of neutral stability.
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FIGURE 1.3: The growth rate and frequency of the double-diffusive Maclaurin sequence

with damping coefficients ¢ = 0.01 and § = 0.02, related to the eccentricity of the

spheroid. The vertical dashed black line in both panels represents the Meyer-Liouville

point of neutral stability and a zoom is made on the frequency to highlight that crossing
at the origin is apart from this value.

(1.2). Indeed, from the Hamiltonian theory, stability corresponds to a spec-
trum strictly lying on the imaginary axis. When the system enters into dy-
namical instability, these eigenvalues collide and split along this axis exactly
at the point of bifurcation, while carrying energy modes with opposite signs.
Under the influence of dissipation, the collision of eigenvalues is avoided
and the modes are shifted in opposite directions of the complex plane, de-
termining thus the predominance of the damping mode in the system. This
behavior is clear from the movement of the spectrum represented in Fig. 1.4
where we observe first, the collision of modes in the undamped case and
then, the avoided crossing in the presence of dissipation. As one can notice,
the direction in which the eigenvalues are shifted clearly proves that modes
damped by viscosity are separate from the modes damped due to the emis-
sion of gravitational waves, as previously explained (Chandrasekhar, 1970a).
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FIGURE 1.4: Movement in the spectrum of operator (1.2). Upper panel corresponds to the
undamped case, while left and right panels are influenced only by viscosity (u = 0.01) or
gravitational losses (6 = 0.02), respectively.

In the interest of understanding how the two dissipation mechanisms in-
terplay, we consider the characteristic polynomial p(A) defined in (1.8) in its
expanded form

p(A) = (2QA — q26)?
+(202 — A2 — 4b — 10Ap + 16021 (O — 6b)5 — 2415)>.

The polynomial (1.16) reduces to (1.9) at y = 0 and 6 = 0.

Let us consider the Maclaurin series of a simple root of the polynomial
(1.16) in the neighbourhood of one of the four roots +AZ, computed in the
case where dissipation is not present, as A ~ Ag + AA. It yields

L oAt
Y

o

ANG = 5

d+o(u,o). (1.16)
(1,0)=0

(1,0)=0

The partial derivatives of a simple root with respect to parameters y and ¢
are expressed by means of the partial derivatives of the polynomial p(A) as
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follows

-1 -1
oA _op (8_;?) ;9 _9p (ap> . (1.17)
o ou \ oA 35 35 \aA

Evaluating the derivatives in (1.17) at y = 0 and 6 = 0, and expressing b =
302 4+ £AQ — 12 from the equation po(A) = 0, where py is defined by (1.9),
we find

op ~ 8OA(Q+iA),
oA u,6=0
op _16AQ (2 4iA)°
b, 5m0 5 ’
op = 40iA*Q).
op 1#,6=0
Hence,
e 5iAT 2020 +iAT)5
AT = — 0 02 5+0(u,9é).

Q+irz! 5 +iAd)

Taking into account the relation AT =2iQ — A§ that follows from (1.10), we
get

5iAT 2i(AT)5
ANy = —— 5 )6
0 arind T5arin olu)
25 25
= — (AP —AFZ=L ,0
26
= — (AT — xOgAT ,0), 1.18

where

_ Dy
= 3A 5 (1.19)

and () is defined in (1.13).

Since the eigenvalues (1.10) of the ideal system are imaginary, then for

2b < O? < 4b, the linear increment
F26

5(v/4b — O?)

is real and a secular instability is possible.
Note that in the case when

(iAF)° = xOfiAg |, (1.20)

(iA)? — xQgiAg =0, (1.21)

the increment (1.20) is zero no matter how small the damping coefficient ¢ is.
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FIGURE 1.5: (A) The critical eccentricity in the limit of vanishing dissipation for different

values of the ratio of the strengths of the dissipative terms x according to the equation

(1.24). The blue (respectively green) line represents the region dominated by gravitational

waves emission (respectively viscous dissipation). The maximum occurs at the Riemann

point for x = 1 (red dot) and the minimum at the Meyer-Liouville point for x = 0 and

X — +o0. (B) Taylor expansion (blue dashed line) according to (1.25) in comparison with
the exact curve (red line) given in (1.24).

With iAT = —Q F V4b — O, we re-write (1.21) as
—(QF V4b — 02)° + (Q =+ V4b — Q2)Qgx =0, (1.22)
which we transform into

— (Q T V4b — 02 )6 +2(0% - 2b)Q¢x =0,

and finally, to

3
4 (2bF OVab— ?) "+ (02— 26)0fx =0, (1.23)
which is equivalent to the equation

16b(30)* — 12602 — 4b%)  16(02 — 2b)*
24 2600 ] ) | 16 5 S _o (1.24)
002 —2b) b

Expanding b(e) and Q)(e) defined from expressions (1.6) and (2.14), re-
spectively, in the Taylor series in the vicinity of e = ¢y for this quadratic
equation, we find the following approximation for the critical eccentricity in
the vicinity of x =1

e (1—eg)(x —1)?

+0((x —1)3), 1.25

e = €p

Alternatively, one can derive approximation (1.25) by using the expansion
(1.15) in the equation (1.21).
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FIGURE 1.6: (A) Neutral stability surface from the expression (1.24) or, equivalently, (1.26)

for eccentricities in the interval e, < e < ¢p. (B) Cross-section of the stability domain

(1.26) given by the Hurwitz determinant (1.31) for e = 0.951. The green line (respectively

red) represents the slope when the system is dominated by gravitational radiation (respec-

tively viscosity) from expression (1.24). The white region denotes instability and the black

line u = (2023/25)6 = 0.0155038 represents the limit of the Whitney’s umbrella surface at
e = ¢p.

Following equation (1.24) we define two distinct regions in this stability
analysis, the first one where the emission of gravitational waves dominates
the system (associated to x < 1) and the second where the system is mostly
subject to viscous damping (related to the values of x > 1). Finally, when
X = 1 the system is undamped and the critical eccentricity is therefore given
by the Riemann point of bifurcation. Solution of expression (1.24) over the
parameter x is given in the left panel of Fig. 1.5, where the first region is rep-
resented in blue while the region dominated by viscosity is represented in
green. We may notice that both domains are asymptotically tending to the
value of neutral stability of the ideal system, i.e. the Meyer-Liouville eccen-
tricity. Our approximation (1.25) in the neighbourhood of x = 1 depicted in
the right panel of Fig. 1.5 is well fitting the exact solution of the full equation
(1.24).

1.5 Instability windows and Whitney’s umbrella

One weakness in the approach presented above is that stability is interpreted
in the vicinity of vanishing damping parameters. This condition is fairly
restricting and restrain us in our analysis. A way to compute the stability
domains of the Maclaurin spheroids over a broad range of dissipative coeffi-
cients is to consider a global stability criterion for the characteristic polyno-
mial (1.8), which contains high-order terms in A up to A1°.

Application of the well-known Liénard-Chipart criterion (Liénard and
Chipart, 1914) suggests us computing the determinant of the Hurwitz ma-
trix for the polynomial. The positiveness of this determinant yields a stabil-
ity domain in the space of parameters. For the sake of presentation, we give
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FIGURE 1.7: Generalized undamped f-modes of spheroids obtained from expression

(1.27) for azimuthal wavenumbers m = 2 (cyan), m = 3 (blue), m = 4 (green) and m = 5

(red). (A) Real part with Riemann eccentricities (vertical dashed black lines). (B) Imagi-
nary part with Meyer-Liouville eccentricities (vertical dashed black lines).

the expansion of the 10 x 10 determinant in appendix 1.A. From the analy-
sis of expression (1.31), we determine that the only term with a non-constant
sign over the parameters is that in the coefficient at (—4°), which reduces our
stability domain to the following quadratic term

02 —2b | (25u\? 5 1o
Q = 5 {( 5 ) +16(Q? —2b)*5
16b(300* — 1200%b — 4b?) 25u6
T 5 } > 0. (1.26)

Comparing (1.26) with (1.24) we see that the expression in the braces reduces
exactly to the left-hand side of (1.24) if we assume y = (203(5}() /25. Hence,
the approximation (1.24) obtained by the first-order in y and J perturbation
theory of eigenvalues gives the exact neutral stability boundary provided by
the Liénard-Chipart criterion and is therefore valid for arbitrary damping
coefficients. The right panel of Fig. 1.6 illustrates this remarkable agreement.

We can extend the stability domain obtained from (1.26) even for nega-
tive values of damping coefficients. Computing it in the interval e;, < e < ¢y
provides the evidence of a singularity at (6 = 0,4 = 0,e = ¢y) known as the
Whitney’s umbrella as it is presented in the left panel of Fig. 1.6. In the latter,
the right panel shows a cross section of the domain given by the quadratic
term (1.26) in the Hurwitz determinant and the lines defined by expression
(1.24) for an arbitrary eccentricity. We notice that the angle between the
boundaries of the domain is shrinking as the eccentricity is reaching the Rie-
mann critical value until it is reduced to the line y = (202/25)6 ~ 0.0155035
specified by the condition y = 1.

One information that we did not specify along this chapter is that we
are considering a particular mode of the Maclaurin spheroids, usually re-
ferred to as the '‘bar’ mode (Chandrasekhar, 1969). In the general context
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TABLE 1.1: Table of the Liouville and Riemann eccentricities ey and e, describing neutral
stability and onset of dynamical instability, respectively, as a function of the azimuthal

mode m.

m er, €

2 0.8126700106 0.9528867020
3 0.8992572296 0.9669520613
4 0.9327469471 0.9743651705
5 0.9501271468 0.9789783168
10 0.9791361085 0.9887398973
100 0.9984095845 0.9986997996
103 0.9998533778 0.9998625560

of oblate spheroids with arbitrary azimuthal wavenumbers m = [, we refer
to these configurations as the f-modes of the CFS instability, with the par-
ticular case of bar modes corresponding to m = 2. As it turns out, modes
corresponding to m > 2 are also subject to destabilization due to viscosity or
gravitational radiation reaction and provide a generalization to the spherical
harmonics that are exploited in various physical applications (Braviner and
Ogilvie, 2014; Braviner and Ogilvie, 2015).

In a series of two pioneer papers (Comins, 1979a; Comins, 1979b), Comins
introduced the characteristic polynomial (1.8) for arbitrary values of m, as an
extension of the previous studies that considered m = 2 (Roberts and Stew-
artson, 1963; Chandrasekhar, 1970a; Chandrasekhar, 1970b), and proved the
statement that Maclaurin spheroids become indeed secularly unstable when
m > 2. As presented in appendix 1.B, Comins polynomial reduces to the ex-
pression (1.16) presented above for the bar modes (m = 2) of the spheroids.
From equation (1.32), in the absence of viscosity and gravitational losses, the
eigenfrequency of the ideal system yields (Comins, 1979b)

FE =0+ (62 - 47ermCSR)1/2,

0,m

(1.27)

where all the functions are defined in appendix 1.B.

These modes are represented in Fig. 1.7 with the Riemann and Liouville
eccentricities over different values of m tabulated in Tab. 1.1. We can thus
observe that both points of secular and dynamical instabilities are asymptot-
ically approaching the value of e = 1.

Now that we have presented the extension of the stability analysis in the
case of arbitrary azimuthal dependence of the Maclaurin spheroids, we can
compare our stability criterion with previous works (Lindblom, 1986; Ipser
and Lindblom, 1991) where the roots of the inverse of the e-folding time T
gives us the eigenfrequency of the system and hence, the critical rotation rate
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for instability to develop
71 =Im(F) = —iAG =0, (1.28)

and where —iAc is given by the work of Comins (Comins, 1979b) and the
perturbation of expression (1.27), which leads to

2nGpm{sZ + Etfm(m —1)(2m + 1):—2
—iAG = —— L
Oom — €2

This expression yields to the same exact result given by equation (1.24) for
the m = 2 case 5

1= %‘5 ('&&2 - 20) + 50535 = 0. (1.29)
In the interest of providing a direct application of the theory developed along
this chapter, we follow the previous analyses on the modelling of single rotat-
ing neutron stars with damped Maclaurin spheroids (Lindblom, 1986; Ipser
and Lindblom, 1991; Lindblom, 1995). We decide to consider a star with a
polytropic index n = 0, a mass of 1.5M, and a radius of 17.171km to match
with the results from the literature (Ipser and Lindblom, 1991; Lindblom,
1995).

From a direct computation of the roots of expression (1.29), we determine
the critical angular velocity associated with the corresponding damping co-
efficients y and J. Classically, the kinematic viscosity v is expressed in terms
of the dynamic (shear) viscosity #. The latter is obtained from the empiric
law established for stellar matter in (Flowers and Itoh, 1976) and expressed
in terms of the temperature T. We decide to consider only the case where
diffusion is dominated by neutron-neutron interactions, since the subsidiary
case where the system is governed by electron-electron scattering yields sim-
ilar results. We obtain (Flowers and Itoh, 1976)

9/4 / T \ 2
fin = 1.95 x 1018 (15415) (W) . (1.30)

We may notice that formula (1.30) uses CGS units to be computed.

Using formula (1.30) to compute the damping coefficient y in (1.3), we
represent in Fig. 1.8 the instability window of the critical angular velocity in
terms of the temperature T of the star, from a direct computation of equa-
tion (1.29) or equivalently, by (1.24). Interestingly, we observe that a neutron
star with such mass and radius reaches the same instability threshold as pre-
scribed by the value of y = 1 that we analyzed previously, at a temperature
of T ~ 3 x 10*K. This limit corresponds to the onset of dynamical instabil-
ity at the Riemann eccentricity ey. As presented previously in the left panel
of Fig. 1.6, the left side of the curve, where the temperature remains rela-
tively small, corresponds to the configuration where viscosity destroys the
effects due to gravitational radiation reaction. On the contrary, when the tem-
perature of the star is rather large (as in the case for newly formed neutron
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FIGURE 1.8: Stability window (red domain) of a m = 2 Maclaurin spheroid with a mass
of 1.5M;, and a radius of 17.171km. The critical angular velocity of the star is given in
the units of (), (the maximal angular velocity determined from expression (1.4)) over
the temperature T, with shear viscosity (1.30). This window is computed from expression

(1.29) or equivalently, by (1.24). The horizontal dashed black line corresponds to the value
0.

stars), emission of gravitational waves dominates the viscous damping in the
spheroid. However, we have to emphasize that we did not take into consid-
eration the effects of the bulk viscosity in our calculations, as it has been done
in the classical papers on the subject (Ipser and Lindblom, 1991; Lindblom,
1995). In these references, the authors pointed out that at high temperatures
the damping term due to the presence of bulk viscosity suppresses the CFS
instability, in a similar way as shear viscosity at low temperatures.

1.6 Conclusion

Although the model of Maclaurin spheroids is historically regarded as a sim-
plified configuration of a stable self-gravitating mass of fluid in rotation, the
implications behind this theoretical idea are crucial. We displayed along
this chapter a review on this classical subject, from the initial discovery of
the dynamical instability towards the development of the Chandrasekhar-
Friedman-Schutz formalism for treating the instability caused by radiation
of gravitational waves. We proposed a detailed derivation of the characteris-
tic polynomial under the influence of both damping mechanisms of viscosity
and gravitational radiation reaction, along with the stability analysis of the
corresponding double-diffusive system with the help of the perturbation the-
ory for eigenvalues. After exploring the secular instabilities due to the combi-
nation of viscous dissipation and the emission of gravitational waves on the
different modes of the spheroids, we unite the classical results of the litera-
ture by finding a topological singularity known as the Whitney’s umbrella on
the boundary of the asymptotic stability domain in the space of the spheroid
eccentricity and damping parameters. In the last section, we presented a di-
rect application of the theory to a model of a single neutron star with specific
mass and radius to find an instability window for the critical angular velocity
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over the temperature of the star. The combination of the algebraic stability
criteria, perturbation of eigenvalues and concepts from the singularity the-
ory allowed us to present the first exhaustive review on this fundamental
problem and place it to the modern context of dissipation-induced instabilities.
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1.A Expansion of the Hurwitz determinant

Expansion of the 10 x 10 determinant of the Hurwitz matrix H
detH = & [qod® + 7107 + 020" + 7507 + 9467 + 50 + 6|

02 —2b | (25u? ) 4o
[— =5 {( 5 ) +16(02 — 2b)*s

16b(30)* — 1200%b — 4b?) 2516 5
* 0% —2b 2 } (=6%) %

, (1.31)

2 N\, (-Q22+0b)
6 _>2 2
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with coefficients a and g; given by
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1.B Characteristic polynomial of Comins (1979)

Comins (Comins, 1979a; Comins, 1979b) generalized the result of Lindblom
and Detweiler to the case of arbitrary m. Characteristic polynomial by Comins

(360004194 + 741240019 + 49308008p% + 23600000053 — 36191012> +
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is
(0 —2Q) + 4nGpm{sR
2icv(m —1)(2m +1)

2 7
a

= 4miGom{sZ +

(1.32)

where & = ¢/7tGp, Q) = Q/7Gp. We introduce the following functions

a3 1—e2
gs = = 7
a3 — a3 ¢
R = (o PRLIQRE) ~ Fate1 — ),
7 = e(6—mOy? (m+1)(m+2)”]2 <a_1>2m+1’

m(m—1)[(2m + 1)!!

where P} (ils) and Qj(ils) are associated Legendre functions of the first and
second kinds respectively, and

2
Az = 3 ¢ —sin~! e} .
(a1)3 | /1 — 2

If m = 2, we have

101(71/

7 (0 —2Q) + 87GpZsR = 87miGp{sZ +
aj

and

2 /a1\°
_ Y 5 1
(sZ=\1—-¢e(0 2(2) 75( ) .

We can express the mass of the ellipsoid through the formula

4
M= gmzi’\/l—ez ,

which leads to )
_Mai &S
nplsZ = W(O’ 20))°.
Therefore,
o ~ .GMa? ~ 10i0v
(0 —2Q0) +8nGplsR = 4i 25c5( —20)° + 2

4i6(7 —20)°  10i5v

1.
5(rtGp)3/2 i a3 (1.33)

We also have form = 2

R = 2 P3(0)QRis) — Slate(1 — &),
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where
P3(igs) = =3(5s)* =3 = =5
Then,

R = —iQ%(iCS) — ¢ _sinle ﬁ.
8¢2 V1—¢e2
We transform the Legendre function
3(2+1)2In (£4) — ig, (622 +10)
20242 ’

Q%(ZCS) =

by using the identity

In (%) = 2icot1(Zy),

and
1
cot () =sin! | — | .
@ ( L gg)
Along with s = —”16_32, it yields
3sin~le —e(2e% 4 3)v/1 —¢2

Q3ics) = i =
Then,
R _IQ%(ZCS) . e . sin*l e 1 - 62
8e2 V1 —e2 e2
_ —(e*—e2—3/8)sin e
— g
—(5/4)e> + (7/8)e® + (3/8)e (1.34)
etv1 —e? ' '
and
R (34 8¢% — 8¢*)v/1 — e2sin e+ 10e® — 7e% — 3e
8€S - 85
2
= i—gp — 4b. (1.35)
Therefore,
N =~ 5 .~
o6 —20) + (207 nGpap) = HT 2V, 1000
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and, if o and ) are measured in units of /7tGp,

i(c —20)° 10ic
0+ 5 v,
5 aty/ tGp

so that finally (Chandrasekhar, 1970b; Comins, 1979a; Comins, 1979b)

U(U—ZQ)+202—4ZJ=4

(205
o(c—2Q) +20% —4b = 4ilo =20

6+ 10ioy, (1.36)
with p and ¢ defined in (1.3).
Consider an expression (Chandrasekhar, 1970b)

a2, 20-0)(40 +30)
f=20—Q"+ 10 :

Consider another expression
o(oc—20)+20% —4b = 0.

Substituting b = o (0 — 2Q)) /4 + O? /2 into f we find the identity, first estab-
lished by Chandrasekhar (Chandrasekhar, 1970b) (page 568)

_ 2Q-0)(4Q+30) (20 —0)?
f=20—-0+ 10 ===
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Chapter 2

Dissipation-induced instabilities
of lenticular vortices

“Mind and matter,” said the lady in
the wig, “glide swift into the vortex of
immensity. Howls the sublime, and
softly sleeps the calm Ideal, in the
whispering chambers of Imagination.”

Charles Dickens, Martin Chuzzlewit

In this chapter we consider a model of a circular lenticular vortex im-
mersed into a deep and vertically stratified viscous fluid in the presence of
gravity and rotation. The vortex is assumed to be baroclinic with a Gaussian
profile of angular velocity both in the radial and axial directions. Assum-
ing the base state to be in a cyclogeostrophic balance, we derive linearized
equations of motion and seek for their solution in a geometric optics approx-
imation to find amplitude transport equations that yield a comprehensive
dispersion relation. Applying algebraic Bilharz criterion to the latter, we es-
tablish that stability conditions are reduced to three inequalities that define
stability domain in the space of parameters. The main destabilization mecha-
nism is either stationary or oscillatory axisymmetric instability depending on
the Schmidt number (Sc), vortex Rossby number and the difference between
the radial and axial density gradients as well as the difference between the
epicyclic and vertical oscillation frequencies. We discover that the bound-
aries of the regions of stationary and oscillatory axisymmetric instabilities
meet at a codimension-2 point, forming a singularity of the neutral stability
curve. We give an exhaustive classification of the geometry of the stabil-
ity boundary, depending on the values of the Schmidt number. Although
we demonstrate that the centrifugally stable (unstable) Gaussian lens can be
destabilized (stabilized) by the differential diffusion of mass and momentum
and that destabilization can happen even in the limit of vanishing diffusion,
we also describe explicitly a set of parameters in which the Gaussian lens is
linearly stable for all Sc > 0.

This chapter is written in the form of an article that has been submitted to
the peer-reviewed journal Physics of Fluids.
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(a) (B)

FIGURE 2.1: (A) Giant bloom of phytoplankton in the Baltic Sea (Gulf of Finland) that

has been swirled into a meso-scale vortex by an ocean eddy. Image from NASA Earth

Observatory (July 18, 2018). (B) Jupiter’s Great Red Spot. Image from Hubble Space
Telescope (June 27, 2019).

2.1 Introduction

An interesting class of dynamical system of geo- and planetary physics re-
sides in the so-called lenticular vortices, consisting of a meso-scale ellipsoidal
model of rotating flows for the study of, e.g., oceanic eddies or atmospheric
currents, such as the Great Red Spot in Jupiter (Orozco Estrada et al., 2020), cf.
Figure 2.1a and Figure 2.1b, for respective illustrations. Due to their impor-
tant size, these systems exhibit dependence on inertia forces in the rotating
frame, disturbing the original axisymmetric motion of the flow, as it is the
case for planets in rotation (Yim, Stegner, and Billant, 2019). We therefore de-
note by f the background angular frequency of rotation in the vortex frame,
where f stands for the Coriolis parameter. We further assume the lenticular
vortex to be immersed in a deep water and surrounded by motionless fluid
far away from the core center, so that boundaries do not influence the inner
motion.

As in realistic configurations, the medium is considered stratified in den-
sity along the direction of application of gravity. In our case, we also include
dissipation in the fluid in the form of viscosity and we assume the diffusion
of stratifying agent to be present.

This model of pancake vortex is dynamically driven by the cyclogeostrophic
balance, an equilibrium state between the Coriolis and centrifugal forces,
along with the pressure gradient. Then, the evolution of such a pancake
structure (since the velocity field is not constant along the vertical direction)
results from the deformation of isopycnals (i.e. lines connecting points of a
specific density) to satisfy this balance (Yim and Billant, 2016).
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It has been proven previously that in addition of being subject to centrifu-
gal instabilities (Yim, Stegner, and Billant, 2019), thermohaline baroclinic cir-
cular vortices can be destabilized in the presence of dissipation (McIntyre,
1970). The latter is a consequence of an axisymmetric perturbation of the
flow due to the presence of dissipation and still holds in the limit of van-
ishing viscosity. In this chapter we establish similar results for the case of
pancake lenticular vortices in a stratified fluid. Although the literature con-
tains several studies on the linear stability of pancake vortices (Beckers et al.,
2001; Yim and Billant, 2016; Yim, Stegner, and Billant, 2019), the vast major-
ity of these works are purely numerical and an analytical treatment of this
problem is therefore timely to find general and rigorous stability criteria.

2.2 Equations of a rotating and stratified fluid

Let f denote time and (7,6,2) be a cylindrical coordinate system fixed with
the ellipsoidal vortex of interest, in such a manner that the vortex center cor-
responds to (7o, Zo) = (0,0).

2.2.1 Density stratification

We consider a base state of a linearly stratified fluid in the presence of an
eddy. The linear density variation in the vertical direction Z is described
within the Boussinesq approximation by the stable background density gra-

o dZ
unperturbed flow and py is the corﬁstant reference density.

The influence of the vortex velocity is captured by the density anomaly
term p4 such that the total density p takes the form (Dritschel and Vitdez,
2003; Yim, Stegner, and Billant, 2019; Eunok, Billant, and Menesguen, 2016;
Buckingham, Gula, and Carton, 2021)

dient —pgN?/g, where N = ,/ — 8 97 5 the Brunt-Vaisala frequency of the

N2
p(7,2) = po — Po?f +pal(F,2). (2.1)

2.2.2 Dimensional equations of motion

Writing the conservation of linear momentum (the Navier-Stokes equations),
the material conservation of density and the incompressibility condition re-
sults in the system of equations governing the evolution of the velocity field
if, density p and pressure D, cf. (Yim, Stegner, and Billant, 2019):

a—tf—i—(ﬁ-V)ﬁ—i—fez X 1l = —le—&ez—l—vVZﬁ, (2.2a)

ot Po Po
% + (- V)p =xV?3p, (2.2b)
V.-i=0, (2.20)
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where e, is the unit vector of rotational symmetry of the vortex, g denotes
uniform gravity acceleration and v and «x are the coefficients of kinematic
viscosity and diffusivity, respectively.

Furthermore, we introduce the horizontal projection ej, defined as the
vector living in the plane that is orthogonal to the vertical axis e, and spanned
by vectors e, and eg. Following this definition, the vector fields of the system
can be split into their horizontal and axial components. Equations (2.2) pro-
jected along those two directions become

o1l o=\ L _ 01l _ 1~ =~ ~
7 —h 4 <uh . Vh> iy, + uZE)_Zh + fe, x i = —p—VhP+1/Duh, (2.3a)
dil, Jiy 1 oP 8P
-7 + (uh Vh) Uy + y—— 5% = PO o 0 +1/Duz, (2.3b)
op e\~ 00 <
o5 + (uh . Vh) 0+ uz? = xDp, (2.3¢)
V- iy + aauf =0, (2.3d)

with the operator D defined as

2, &
D=V24 — (2.4)
2.2.3 Non-dimensionalization
Let us now introduce the scaling laws for this system as follows
F=r'r, Z=2%2, F=t% #=uju,+uluse,,
p=p*p, P=P*P, (2.5)
where t* = R/U is an advective time scale, (r*,z*) = (R, Z) are characteristic

radial and axial length scales and where (uh, uy) = (U, W) are typical hor-
izontal and vertical velocities. Dividing equation (2.3a) by the factor (fU),
we obtain the scaling law for pressure as being

P* = pofRU. (2.6)

We use a similar methodology to recover the dimensional factor p* for the
density, from the balance between hydrostatic pressure and buoyancy forces
in expression (2.3b), yielding

. u
o=z = 2L, @7)

while introducing the aspect ratio of the vortex

= —. (2.8)
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Finally, we make use of expression (2.3c) to recover the scaling law for the
vertical velocity W. Substituting the previous factors and density profile (2.1)
in this equation without presence of diffusivity (x = 0) yields the following

balance 5
WpoRN (W 0 A
( gUp* ) e = (LI(x) H2o (29)

From expression (2.9), two distinct scaling laws are possible for the axial
velocity W, namely W ~ (gUp*)/(poRN?) or W ~ Ua, depending on the
regime considered (strong or weak stratification and rotation rate). We fur-
ther introduce the horizontal Froude number (to quantify the influence of
stratification) (Godoy-Diana and Chomaz, 2003; Godoy-Diana, Chomaz, and
Billant, 2004; Bartello and Tobias, 2013) and the Rossby number (the ratio of
inertial to Coriolis forces) (Yim, Stegner, and Billant, 2019) as, respectively,

u u

Fy
In the following we assume a regime where the stratification is strong and
the rotation rate is fast such that the ratio F2/Ro is of order unity and thus,
both scales for W are consistent whatever the value of « is (Eunok, Billant,
and Menesguen, 2016). We therefore choose W = alU for the sake of simpli-
fications in the equations of motion.
To complete the space of dimensionless parameters of consideration, we
introduce the last two dimensionless numbers, namely the Schmidt and Ek-

man numbers
v Ro v

Sc=— d Ek=—=—,
“Tx Re fR?
respectively, where Re = UR /v is the Reynolds number.
Equations of motions (2.3) are expressed in their dimensionless form as

(2.11)

du
RoSr +ezx = —VuP— %ez + EkDu, (2.12a)
do Ek
V.ou=0, (2.120)

where d/dt = 9y + (u- V), D = V2 + a~292 and where we introduced the
modified gradient operator V, = (9;, r~19p,0729,)7T

2.3 Steady state
The background velocity flow is assumed to be purely azimuthal
u=u,U,] = U, Uy, U] =[0,rQ(r,z),0], (2.13)

where Q(r,z) = (R/U)Q) is the dimensionless angular velocity. Addition-
ally, we assume the vortex profile to possess a Gaussian shape along both
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radial and axial directions
Q(r,z) = e~ ("+7), (2.14)

The profile (2.14) represents a particular class of lenticular vortices, known as
the pancake vortices (Eunok, Billant, and Menesguen, 2016; Yim, Stegner, and
Billant, 2019; Godoy-Diana and Chomaz, 2003; Godoy-Diana, Chomaz, and
Billant, 2004) and is believed to be the closest model of real oceanic Meddies
(Orozco Estrada et al., 2020).

Consider the equilibrium governed by the stationary and inviscid form of
(2.12a)

P _

5 = rQ) (14 RoQ)), (2.15a)
P

where p is the dimensionless version of the density profile (2.1)

qu qu N2
r,z) = S— — —7Zz+ 7,z
o) = 8= (S5 ) o 2e+ealr2)
2
ga  a“Ro
At palr2)
fu F?
x  Bu
and Bu is the Burger number
2R 2
By = R (2.17)
2
h

Taking the radial derivative of expression (2.15b) and substituting expres-
sion (2.15a) in the result, we obtain the gradient wind equation (Eunok, Billant,
and Menesguen, 2016) for the density profile (2.16) as

_9p4a

210 (14 RoQY)] = 2

- (2.18)

Making use of the angular velocity profile (2.14) in (2.18) and computing the
axial derivative yields

2rzQ) (1+ 2RoQY) = aaLrA. (2.19)

Integrating (2.19) over the radial coordinate returns an explicit expression for
the density anomaly

pa(r,z) = —zQ (14 RoQ)). (2.20)

Hence, in the cyclogeostrophic balance (Gula, Zeitlin, and Plougonven, 2009;
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Buckingham, Gula, and Carton, 2021; Dritschel and Vitadez, 2003) between
centrifugal, Coriolis and pressure forces

_ 8 Bu
p(r,z) = U 20 z() (14 RoQ)). (2.21)

2.4 Linearized equations of motion

We assume the background flow presented in the previous section to depart
slightly from its original state, according to infinitesimal disturbances. Let
thus introduce perturbations (i}, up, uz, p’, ") of velocity, pressure and den-
sity to perform a linear stability analysis of this hydrodynamic model.

Linearizing equations (2.12) about the base state described in the previous
section yields

/
Ro (% +L[) ' +e; xu +Vup + %ez = EkDu/, (2.22a)

dpl T,/ _ ../ Ek /
Ro (E +B'u ) = u,Bu + §Dp , (2.22b)
V-u =0, (2.22¢)

whered/dt =d; + (U- V), U = VU and B = Vpy with

0 -0 0
U=|Q+7r9,Q2 0 1d.Q, (2.23)

0 0 0

and 20

—25= (14 2RoQ2)

B= 0 : (2.24)
Q)
—Z (14+2R0Q2) — Q (1 + RoQ))

The system of equations (2.22) is solved with respect to the background states,
along with the space of parameters defined from expressions (2.8), (2.10) and
(2.11).

2.5 Geometrical optics approximation

Solutions of the linearized equations of motion (2.22) can be expanded in
terms of a small parameter €, such that 0 < € < 1 (Kirillov, Stefani, and
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Fukumoto, 2014; Kirillov and Mutabazi, 2017). Disturbances of the flow un-
der such asymptotic expansion are written as

o (x,t€) = eic o) u© (x,t) + euV (x, t)] +eu) (x,t,¢), (2.25a)

p(x,t,€) = gie P(xt) _p(o) (x,t) + epM(x, t)] +ep(x,t,€), (2.25b)

o (x,t€) = ele o(xt) _p(o)(x, t) +eoM(x, t)} +ep)(x, t€), (2.25¢)

with ¢ being the phase of oscillations and x a vector of coordinates. We fur-
ther assume the residual terms [u("), p(), p(")] to be uniformly bounded in €
(Kirillov, Stefani, and Fukumoto, 2014; Kirillov and Mutabazi, 2017).

Substituting the series (2.25) in the isochoric condition (2.22c), and retain-
ing only terms of orders e ! and €” respectively, yields

w0 . ve =0, (2.26)
V-u® ™. ve =o0. (2.27)

Following the approach of (Kirillov, Stefani, and Fukumoto, 2014; Kirillov
and Mutabazi, 2017), we assume that damping terms are quadratic in the
small parameter € and we therefore have Ek = €2Ek. Using a similar analysis
as for the expanded incompressibility conditions (2.26) and (2.27), we recover
the Navier-Stokes equations (2.22a) along with the local conservation of den-
sity (2.22b) in terms of a linear system at order e !

% v 0 (0 p(©)
Ro | of 2 = Vi . (2.28)
0 = H(U-V9) o) 0

and at order €

% v 0 ey
iRo | ot 9

0 5 tU-V9) o

Ro[;—I—U—I—U-V}+E7<(Vaq>-qu)+ez>< % 4
T_ T J Ek (0)

RoB" — e Bu Ro g—Hl-V +§(V,,¢q>-v¢) Y
1 0)

_ile¢ p - V(X p

0

Taking the dot product of the first equation in (2.28) with V¢ and applying
the constraint (2.26) yields (Kirillov and Mutabazi, 2017)

p® = 0. (2.30)

(2.29)
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Taking (2.30) into account in the linear system (2.28), while seeking for non-
trivial solutions, we recover the Hamilton-Jacobi equation from the compu-
tation of its determinant (Kirillov and Mutabazi, 2017)

%—‘f +U-Vp=0. (2.31)
For the rest of this section we assume that V¢ = k and V¢ = k,, with
k = (k;, ko, k)T and k, = (k;, kg, kz/a*)T. The application of the gradient
operator V on equation (2.31) yields the following eikonal equation (Kirillov,
Stefani, and Fukumoto, 2014; Kirillov and Mutabazi, 2017)

dk T
i Uk, (2.32)
where U is defined from expression (2.23) and d/dt = 9+ (U - V).

Taking relations (2.30) and (2.31) into account within (2.29) results in the
coupled equations

Ro | L ol + Ex (U 0, - ik, pV 2.33
0 dt+ +Ek+e;X |u 2 = —ikyp', (2.33)
d Ek
& =) 00 T_ ,T 0) _
(Ro T + Sc> o+ <ROB e, Bu) u 0, (2.34)

where Ek = ﬁdk;k!

Taking the dot product of (2.33) with kT from the left, in view of (2.26) we
can isolate the first-order pressure term in the right-hand side and express it
in terms of the zeroth-order terms as

kT (0)
p(l) ik (Ro [i + U} + ezx) ul 4 ‘Oa—zeZ] . (2.35)

~ KTk, dr

Differentiating (2.26) yields (Kirillov, Stefani, and Fukumoto, 2014; Kirillov
and Mutabazi, 2017)

d dk du®
0 — 9% (0) . —
T (k u ) T u\‘’) + k T 0.

With the identity (2.36) the expression (2.35) becomes

p(l) ik

_ 0 0
= Tk, RoUu' )—|—eZ x ul )+

ez| T u (2.36)
14

p(©) ] iRo dk ()

Re-writing (2.36) by means of the phase equation (2.32), we further obtain

‘32

where ,52 = kTk, = k% + k(% + k%/ocz.

g T (0) T
p(l) — & (Bz X u(o) + pl)(_zez) + 21'R0k13—§/{u(0), (237)
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Inserting expression (2.37) in (2.33) yields the transport equations

(0)
Rodzt = —FEku® —Ro (I — 2%) Uu) — (I — ,32> e, X u©)
IC ,0(0)
- (7-p)
do'  _ Ek o) (5TRo— oTBy) 4
Ro T - Scp <B Ro —e; Bu) u'"/, (2.38)

where K = k, k.

From the eikonal equation (2.32) we deduce that k, = k, = const and kg =
0 due to expression (2.23) (Kirillov, Stefani, and Fukumoto, 2014; Kirillov
and Mutabazi, 2017). Introducing the scaled wavenumbers g, = k,/p and
g. = k2/B, we find q, = /1 —g2/a2. This allows us to write K = g,47,
where g = (4+,0,4-) and g4 = (4,,0,9./&?).

In the new notation the amplitude transport equations (2.38) for the per-
turbed velocity and density fields take the following explicit form

9 59 0 _ 9 ) _ 9=9r (0) _
[Ro (8t+089) —|—Ek} Uy 2 (1+2RoQ)) u, 2P =0,
I 79 (0) oY (0 N (0) _
{Ro (at 089) —|—Ek} Uy + [1—1—1{0 (ZQ—l—r 5 )} u;  +rRo 5 u, =0,
d 79 (0) , 9z9r 0, 9r 0 _
{Ro (at+069)+Ek] uz’ + -5 (14+2RoQ) uy’ + 2P
0 d Ek 0 0
=r 0, 0) PA() 9PA (0)) _
[Ro(at—i—Q%)—ks}p Uy Bu+Ro(ar + 5, 12 ) 0,
As one can notice, equations (2.39a) and (2.39¢) coincide under the linear
transformation 1" = —(q+/ qz)uﬁo) and further reduces the degree of the
system (2.39).

2.6 Dispersion relation

Introducing in (2.39) the growth rate A and azimuthal wavenumber m from
the ansatz

[uﬁo),ugo),uﬁo),pm)} _ [aﬁo),ﬁ((,o),aéo),ﬁ(o)} exp (At 4 im#), (2.40)

and considering the system in the form of a linear eigenvalue problem H¢ =
A T "
A¢, where ¢ = (ﬁﬁo),ago),p@)) and A = Ro (A +imQ) + Ek, it yields the

(2.39a)
(2.39b)
(2.39¢)

(2.39d)
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3 x 3 matrix

0 2% A
) ) ) a2 y2 a2
H = - (qzxzr — dac) 0 0 , (241)
qz]
Sc—1
—4z" [Ro(4:0:04 = 4:0:04) +4rBu] 0 Ek—

where 0,04 and d,p 4 are given by (2.24), j(r, z) is the angular momentum per
unit mass

N

j= % (1+ 2RoQY), (2.42)

K, is the epicyclic frequency and «; is the frequency of vertical oscillations
(Lyra and Umurhan, 2019)

3052 _30j?
2y 3%, K2=r 3%. (2.43)

K

As usual in such problems, the dispersion relation D(A) of the system is
obtained from ) R

D(A) =det (H —AZ), (2.44)

where 7 is the identity matrix and which in this case reduces to a third-order

polynomial in A

. 1 Scs .
DA) = A3 + EkTC/\Z + (71 +72) A + Ek

1-—Sc

where
n="25 (g2 -a02), 7= |Ro 3:24 0 %4 1 g,Bu| . 246)
p2 \1z0r =tz ) z or " oz A

It is worth mentioning that similar dispersion relations of third order were
obtained earlier by McIntyre (McIntyre, 1970), who studied a baroclinic circu-
lar vortex in the presence of viscosity and a temperature gradient, and Singh
and Mathur (Singh and Mathur, 2019) who studied a barotropic columnar
vortex in a stratified ambient fluid in the non-rotating frame. In both of these
works, the authors restricted their analyses to axisymmetric (m = 0) instabil-
ities only.

Therefore, dispersion relation (2.45) with the coefficients (2.46) substan-
tially generalizes those of the previous works as it takes into account rotation
of the frame, azimuthal wavenumber m, diffusion of mass and momentum,
both r- and z-dependence of the vortex angular velocity () via the Gaussian
profile (2.14), radial and axial stratification of the vortex, its aspect ratio, and
axial stratification of the ambient fluid. This implies that a shear parameter
71 related to differential rotation induced by the vortex and a buoyancy pa-
rameter 'y, related to the density stratification of the ambient fluid influenced
by the vortex, can take both positive and negative values.
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FIGURE 2.2: Stability maps with codimension-2 points (2.65) on the neutral stability curve

for Ek = 1and (a) S¢c = 0.25, (b) Sc = 0.5,(c) Sc = 0.75,(d) Sc = 1, (e) Sc = 2, (f) Sc — +oo.

The blue solid line stands for the boundary of the domain of stationary axisymmetric (SA)

instability (2.64), the red solid line for that of the oscillatory axisymmetric (OA) instability

(2.62), S stands for the stability domain. The dashed line is the envelope (2.69) and the

dot-dashed line is the neutral stability boundary for the diffusionless system (2.48). The
green solid line corresponds to the condition (2.63).

2.6.1 Diffusionless and Sc = 1 cases

Notice that at Ek = 0, as well as at Sc = 1, dispersion relation (2.45) factor-
izes into a product of quadratic and linear in A polynomials and thus can be
solved explicitly.

In these cases, the eigenvalues governing the centrifugal instability are
recovered as

imQ) | 1
M=t — /- , 2.47
Ro TroV - (m+72) (2.47)
which reads the instability condition
71+ 72 <0. (2.48)

Centrifugal instability of a barotropic circular vortex

In the particular case of purely transverse perturbations (g, — 0), the eigen-
imQ)

values (2.47) are
4z 5
el B IR
Ro — aRoV 7

which therefore yields an instability when k2 < 0. Notice that in the dimen-
sional variables and parameters

AT = (2.49)

K7 = f2(Opil; + @ /F+ f) (201 /F + f)
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is nothing else but the generalized Rayleigh discriminant for a barotropic
circular vortex (Yim, Stegner, and Billant, 2019). The inequality Kf < 0is thus
the well-known criterion for the centrifugal instability of columnar vortices
(Yim, Stegner, and Billant, 2019).

Connection to Acheson and Gibbons Acheson and Gibbons, 1978

Let us compare our criterion for centrifugal instability (2.48) with the results
derived previously by Acheson and Gibbons in the study of a magnetic and
differentially rotating star (Acheson and Gibbons, 1978).

For this purpose, we first present their axisymmetric and diffusionless
dispersion relation (without magnetic field) in its original form

2
'y%wz = ,),1,02?)_1; + G?)_i’ (2.50)
where, in our notations, n = k; is the axial wavenumber, s = |k| is the norm
of the wave vector, o = iA is an eigenfrequency, w = o — m() is the Doppler-
shifted eigenfrequency, R = Inr*()? is the squared angular momentum, E =
In pp~7 is a measure of entropy, G = g, — (k;/kz)g: is a function containing
gravitational effects and <y is the heat capacity ratio. The derivative operator
in (2.50) is further defined (Acheson and Gibbons, 1978) as d/dh = d/dr —
(ky/kz)9/0z.
Multiplying both sides of (2.50) by n?/s? and introducing the wavenum-
bers g = k,/s and g, = k, /s, we first recover

2 2
(A +imQ) = —¢2 %a]h—zf + o) (251)
where ]~ =r’Qisa simplified version of the angular momentum (2.42) with-
out the influence of the Coriolis force.

If the gravity is directed along the axial z-coordinate only (as it is in our
setting), then using the correspondence (g, §z) = (0, p) within the function
G in (2.51) yields

. 1. g (Opp | Oup
A+zm02:—2{—a~2— ( + . 2.52
( ) 9z | 739 77\ 0 ’ (2.52)

As a consequence of the Newton-Laplace equation, the specific heat ca-
pacity ratio is related to the speed of sound c; via the expression c2 = yp/p
and hence, tends to infinity in the case of incompressible flows (as it is in our

case). Taking this limit in (2.52), we obtain

(A +imQ)? = —q, [(qzkf - qu_f) + Zr (q20-p — qrazp)] , (2.53)

zZ
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with &, = r739,/? and &, = r~39,/%. Finally, the inviscid eigenfrequency of
the work (Acheson and Gibbons, 1978) takes the form

AT = —imQ £ \/ — (92 (92R7 — q:%2) + qr (920,p — 4r02p)]- (2.54)

Notice that the radicand in (2.54) has the same structure as our expressions
(2.46) and (2.47), with the difference only in the factors a =2 and Ro and in the
term containing the Burger number.

2.6.2 Particular cases when either ;1 =0ory, =0

In these two particular cases the polynomial (2.45) factorizes, which allows
us to find its roots explicitly.
For 1 = 0 the roots are

. Ek 1 \/ (Sc—1)2 4y,
= — S — 4 _
M2 m = Ro {1 T 52 Ek2 [’
Ek
— _imQ— == 2.
A3 im Ro (2.55)

Recalling that Ek/Ro = 1/Re > 0, we see that in the limit Sc — +-co the
vortex is linearly stable if v, > 0, see Fig. 2.2(f) and Fig. 2.6. In general, the
condition for stability at y; = 0 reads

Y2 2 T (2.56)

In the particular case when 7, = 0 we have

. Ek . v—n
A1,2 = imQ) Ro + Ro '
. Ek
Az = —imQ) — RoSe (2.57)

According to (2.57), in the diffusionless case (Ek = 0) the vortex is lin-
early stable regardless of the sign of Ro, if and only if 9y > 0, which is
similar to the generalized Rayleigh criterion x> — k2 > 0 described in the
literature (Yim, Stegner, and Billant, 2019), since 7, = 0 corresponds to the
radial and axial density gradients compensating each other. When diffusiv-
ities of mass and momentum are taken into account, then with any Sc > 0
such vortices remain stable. Unstable diffusionless vortices (71 < 0) can be
stabilized for any Sc > 0, if |y;| < Ek?. This is consistent with the results of
McIntyre (McIntyre, 1970) and Singh and Mathur (Singh and Mathur, 2019),

see Fig. 2.2.
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2.7 General stability analysis

2.7.1 Bilharz algebraic criterion

Written with respect to A the polynomial (2.45) has complex coefficients.
Bilharz algebraic criterion (Bilharz, 1944; Kirillov, 2021) guarantees that all
the roots of a complex polynomial of the form p(A) = (ag + ibg)A® + (a7 +
ib1)A% + (ay +iby) A + (a3 + ib3) lie in the open left half of the complex A-plane
if and only if three determinants of even-order submatrices on the main di-
agonal of the following Bilharz matrix,

az —by 0 0 0 0
b a a3 —by O 0
g | ™™ by by a a3 —b3 , (2.58)
—by —ag —aqy by by ap
0 0 —by —ap —m b
0 0 0 0 —by —ap

are strictly positive. In view of Ek/Ro = 1/Re > 0, being applied to polyno-
mial (2.45), the Bilharz criterion yields

{m4Q4Ro4Sc(ZSc +1) + 6m*Q?Ro*Sc(Ek® + Scya + v1)+
(R + Sy + 1) [ (Se + 2)ER + Se(n +12)] }

X [2(Sc + 1)2ER + Se(2Sev1 + Se12 + 12)| > 0,

(2.59)

m2Ro*(P [2(5c2 +Sc+1)EK® + Se(291 — 72)(Sc — 1)

+m* ¥ Ro*Sc(2Sc 4 1) 4 (EK* 4 Scyp + 1) [(SC +2)ER% + Sc(m1 +72)| >0,
(2.60)

Sc(EK* + Scyz + 1) > 0.
(2.61)

In the following, we will use the inequalities (2.59)—(2.61) to examine sta-
bility and instabilities of the lenticular vortex in the presence of differential
diffusion of mass and momentum.
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FIGURE 2.3: For Ek = 1 projections of the loci of the codimension-2 points onto different
planes given by equations (2.65) and (2.66). The dashed curve is the envelope (2.69).

2.7.2 Stationary and oscillatory axisymmetric instabilities
A codimension-2 point on the neutral stability line

Setting m = 0 in (2.59)—(2.61) we find that for Sc > 0 the base flow is linearly
stable if and only if the following three inequalities are fulfilled simultane-
ously

2(Sc 4+ 1)2EK? + Sc(2Scy1 + 12(Sc+1)) > 0, (2.62)
(Sc+2)EK* + Sc(r1+72) > 0, (2.63)
EK* 4+ Scya +91 > O. (2.64)

Although Sc < 0 might not look physically meaningful, we mention, for
completeness, that in this case the inequality (2.62) remains the same whereas
the inequalities (2.63) and (2.64) are reversed. It is worth to notice that con-
tinuation of stability diagrams to negative values of dissipation parameters
can help in uncovering instability mechanisms (Kirillov, 2017; Kirillov, 2021).

The expressions in (2.62)—(2.64) are linear in 7 and 7, which makes it
convenient to represent the criteria in the (71, y2)-plane (Singh and Mathur,
2019), where the corresponding stability domain will be given by the inter-
section of the half-planes (2.62)—(2.64), see Fig. 2.2.

Equating to zero the left-hand sides of the expressions (2.62)—(2.64) and
then solving the resulting equations with respect to 7 and ,, we find that
all the three straight lines intersect at one and the same point with the coor-
dinates, cf. (Singh and Mathur, 2019)

1+ Sc 2Ek?
2
,Yl_Ek 1_8¢’ Y2 = SC(SC—l) (265)

Ata given value of Ek equations (2.65) define a spatial curve in the (71, 72, Sc)-
space, which projections are shown in Fig. 2.3. In particular, the projection
onto the (1, 72)-plane is

72(EK* — y1) — (EK* + 71)* = 0. (2.66)
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FIGURE 2.4: Growth rates and frequencies for m = 0, Ek = 1, Ro = 1, and (a,d) 71 = —4,
Y2 =3(Mbe) y1 = -1, 72 =3, (cf) 11 = 20, 2 = —22, demonstrating exchange of
stationary and oscillatory instabilities near Sc = 1, cf. Fig. 2.2.

At the common point (2.65) the slopes dv;/d7y; of straight lines (2.62),
(2.63), and (2.64) are, respectively,

2S¢ ]
T BT e

= ——, 2.67
o8] Ser1 ™ (2.67)

Notice the following relationships between the slopes:

—1>0 >-2 )
o =—1 if 1 < Sc < +oo,
—-1<03<0 )
0>0m > -1 )
o =—1 if 0<Sc<1. (2.68)

—00 <03 < —1 )

For 0 < Sc < 1wehaveO > 01 > 0» = —1 > 03, meaning that the
slope of the line (2.64) is steeper than the slope of (2.62), see Fig. 2.2(a-c).
Therefore, the neutral stability lines forming the boundary of the stability
domain intersect each other at the point (2.65) such that y; > 0 and 7, <
0, see Fig. 2.3(a). This singular point on the stability boundary is widely
known in the hydrodynamical literature as a codimension-2 point (Kirillov and
Mutabazi, 2017) or Bogdanov-Takens bifurcation point (Tuckerman, 2001).
Stability domain is therefore convex, with its edge lying in the domain of
centrifugal instability of the diffusionless vortex, Fig. 2.2(a-c). On the other
hand, difference of the slopes ;7 and o3 from 0o = —1 allows for diffusive
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FIGURE 2.5: Stability maps for Ek = 1 and (a) 71 = —4, (b) y1 = —1, (c) 11 = 0, (d)

711 =1, () 11 = 10, (f) 71 = 20 with the codimension-2 points at (a) 72 = 9/5 and

Sc=5/3,(e) 12 = —121/9 and Sc = 9/11, and (f) 72 = —441/19 and Sc = 19/21. At the
codimension-2 point Sc — 1 as |y1| — oo, in accordance with Fig. 2.3(b).

destabilization of centrifugaly-stable vortices, if the absolute values of y; and
72 are large enough, Fig. 2.2(a-c).

As Sc approaches 1, the difference between slopes (2.67) is decreased so
that oy = 0 = 03 = —1 at Sc = 1, Fig 2.2(d). This process is accompanied by
the movement of the codimension-2 point on the lower branch of the curve
(2.66) from 7y, — —oo along the asymptotic direction v; = Ek? as Sc departs
from zero to y; — 400 and 7, — —co along the asymptotic direction y; +
Y2 + 3Ek? = 0 as Sc — 1, Fig. 2.3.

At Sc = 1 the stability boundaries of the diffusionless system and the
double-diffusive system exactly coincide in the limit of Ek — 0. Howevr,
for Ek # 0, double diffusion can stabilize centrifugally unstable diffusionless
vortices, quite in agreement with Lazar et al. (Lazar, Stegner, and Heifetz,
2013), Fig. 2.2(d).

As soon as the Schmidt number passes the threshold Sc = 1, the codimension-
2 point re-appears at infinity on the upper branch of the curve (2.66) and
moves along the asymptotic direction 71 + 72 + 3Ek?> = 0 until it reaches a
minimum of this curve at 4; = —Ek? and 7, = 0 when Sc — +oo, Fig. 2.3.
This qualitative change in location of the codimension-2 point (cf. Tucker-
man (Tuckerman, 2001)) is accompanied by the exchange of the stability cri-
teria: the condition (2.64) becomes dominating over (2.62) and vice versa,
Fig. 2.2(e/f).
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FIGURE 2.6: (Dashed) For Ek = 1 the parabolic envelope (2.69) of (solid, red) a family of

straight lines (2.62), parameterized by 0 < Sc < 30, that determine the boundary between

the domain of stability and oscillatory axisymmetric instability. Inside the parabolic re-

gion there is no oscillatory axisymmetric instability for all Sc > 0. (Solid, blue) A family of

straight lines (2.64) parameterized by 0 < Sc < 30, that determine the boundary between

the domain of stability and stationary axisymmetric instability; all the lines in this family
have a common point at y; = —Ek? and 7, = 0.

2.7.3 Exchange of stationary and oscillatory instabilities

Actually, reversed inequality (2.64) determines stationary axisymmetric (SA)
instability, corresponding to a monotonically growing perturbation, while
the reversed inequality (2.62) stands for oscillatory axisymmetric (OA) insta-
bility, i.e. growing oscillation.

Fig. 2.2 provides evidence that stability boundary consisting of two straight
lines that intersect at a codimension-2 point in the (1, 72)-plane exhibit a
qualitative change at Sc = 1 such that for Sc < 1 (Sc > 1) the upper (lower)
line corresponds to the onset of SA and the lower (upper) line to the onset of
OA. Notice that, as described above, the location of the codimension-2 point
changes with the change of Sc with a ‘jump” at Sc = 1.

By the latter reason, the qualitative fact of exchange of stationary and os-
cillatory axisymmetric instabilities at Sc = 1, so evident in the (y1, 72)-plane,
is obscured in the plots of growth rates and frequencies of the perturbation
versus Sc.

Indeed, in Fig. 2.4(a,d) 1 = —4, exactly as in Fig. 2.5(a), where a codimension-
2 point exists at 72 = 9/5 and Sc = 5/3 > 1, separating the boundaries
of stationary (Sc < 5/3) and oscillatory (Sc > 5/3) axisymmetric instabil-
ities. Although the growth rates and frequencies in Fig. 2.4(a,d) computed
at p = 3 confirm the order of SA and OA, the exchange between these in-
stabilities occurs not exactly at Sc = 1, but in a neighborhood of this value.
According to Fig. 2.3(b) the critical value of Sc — 1 as y; — —co.

Changing the sign of 1 from negative to positive leads to re-appearance
of the codimension-2 point in the second quadrant in the (7, Sc)-plane, Fig. 2.5(e,f).
In particular, for y; = 20 it is situated at 7 = —441/19 and Sc = 19/21 <
1. The codimension-2 point separates the boundaries of oscillatory (Sc <
19/21) and stationary (Sc > 19/21) axisymmetric instabilities that are in the
reverse order with respect to the case of negative ;. Again, growth rates
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and frequencies computed in Fig. 2.4(c,f) for 7o = —22, confirm that transi-
tion from OA to SA occurs at a value of Sc in the vicinity of Sc = 1. The
critical value of Sc tends to 1 as y; — 400 in agreement with Fig. 2.3(b).

We notice that according to (2.62)—(2.64), the described qualitative picture
with destabilization of centrifugally stable vortices for Sc # 1, codimension-2
point, and exchange of instabilities is preserved even in the limit of vanish-
ing dissipation, Ek — 0, in accordance with the properties of the McIntyre
instability (McIntyre, 1970), which are typical for a broad class of dissipation-
induced instabilities (Kirillov and Verhulst, 2010; Kirillov, 2021).

2.7.4 OA as a genuine dissipation-induced instability

In Fig. 2.2 and Fig. 2.5 one can see that the codimension-2 point separates the
boundaries of the regions of oscillatory and stationary axisymmetric insta-
bilities. The existence of the codimension-2 point qualitatively distinguishes
the diffusive case from the diffusionless one, where the onset of instability
corresponds to the stationary axisymmetric centrifugal instability only.

The growth rate of the oscillatory instability is smaller than the growth
rate of the centrifugal instability, Fig. 2.4. However, in contrast to McIn-
tyre (Mclntyre, 1970), who found such modes within the domain of cen-
trifugal instability and concluded that they are not important with respect
to centrifugally-unstable modes that are always destabilized first in his set-
ting, we discovered the conditions when the oscillatory axisymmetric modes
are destabilized first and thus determine the onset of instability.

Hence, the oscillatory axisymmetric instability is a genuine dissipation-
induced instability (Kirillov and Verhulst, 2010; Kirillov, 2021) which is as im-
portant as the stationary axisymmetric one despite its relatively low growth
rate, because in a large set of parameters the oscillatory axissymmetric modes
are the first to be destabilized by the differential diffusion of mass and mo-
mentum.

2.7.5 Sufficient conditions for the vortex stability at any Sc >
0

Notice that the family of straight lines given by equating to zero the left-
hand side of the inequality (2.62) and parameterized with Sc has a non-trivial
envelope, see Fig. 2.6(a). To find it, we differentiate the left-hand side by
Sc, express Sc from the result to substitute it back to (2.62). This yields the
following parabola in the (1, 72)-plane

73

M = JeE2’ (2.69)

shown as a dashed curve in Fig. 2.2, Fig. 2.3, and Fig. 2.6. One can see that
as Sc increases from 0 to infinity, the OA-boundaries are accumulating and
ultimately tend to the line

72 = —2(EK* 4+ 71) (2.70)
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that passes through the point 4 = —Ek? and 9, = 0 in the (1, 72)-plane,
see Fig. 2.6(a).

This implies that in all the points inside the parabolic envelope (2.69) the
vortex cannot be destabilized via the oscillatory instability mechanism, no
matter what is the value of Sc > 0. To the best of our knowledge this explicit
result has never been reported in the literature.

On the other hand, the family of straight lines given by equating to zero
the left-hand side of the inequality (2.64) varies between the line y; = —Ek?
at Sc = 0 and the line 7, = 0 at Sc — oo, Fig. 2.6(b). Therefore, the whole
lower part of the parabola (2.69) can belong to the domain of stationary ax-
isymmetric instability in the limit of infinite Sc > 0.

Consequently, the area in the (71, 72)-plane, limited by the criteria

1> —EK%, 12>0 (2.71)

corresponds to the stability domain, no matter what is the value of Sc >
0. This is in agreement with the analysis of the case 7, = 0 based on the
equations (2.57) and generalises the results of McIntyre (McIntyre, 1970) and
Singh and Mathur (Singh and Mathur, 2019) due to more comprehensive
structure of parameters < and 7, given by (2.46).

2.8 Conclusion

We considered a model of a baroclinic circular lenticular vortex with a Gaus-
sian profile of angular velocity both in radial and axial directions, immersed
in a vertically stratified viscous fluid in the presence of diffusion of a strati-
tying agent and rotation of the coordinate frame related to the ambient fluid.
This setting is substantially more comprehensive than those of the previous
works that, in particular, were limited by the assumption of barotropy, did
not take into account rotation of the frame and diffusion of mass and mo-
mentum, or set the Schmidt number equal to unity.

We have derived an original dimensionless set of equations on the f-
plane, describing the dynamics of the vortex immersed in a vertically strati-
tied fluid and then linearized it about a base state that we have found explic-
itly. The linearized equations of motion were further expanded in terms of
asymptotic series by means of the geometric optics approximation (Kirillov,
Stefani, and Fukumoto, 2014; Kirillov and Mutabazi, 2017; Kirillov, 2017;
Singh and Mathur, 2019; Vidal et al., 2019; Kirillov, 2021) to produce a set
of the amplitude transport equations. The latter offered us an opportunity to
derive an exhaustive but elegant third-order polynomial dispersion relation
governing the local stability of the vortex.

In the diffusionless limit and in the case where magnitudes of both damp-
ing mechanisms are identical we obtained a generalized Rayleigh criterion
for centrifugal instability in terms of the shear and buoyancy parameters y;
and 7, and shown that it reduces to the known in the literature particular
cases.
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Applying the algebraic Bilharz criterion to the complex dispersion rela-
tion we derived new rigorous stability criteria in terms of 1 and ;> as well
as the Schmidt and Ekman numbers related to the differential diffusion of
mass and momentum. We visualized these criteria in the (1, 72)-plane and
revealed a codimension-2 point splitting the boundaries of oscillatory and
stationary axisymmetric instabilities that can affect both centrifugally stable
and unstable diffusionless flows.

The oscillatory axisymetric instability was found to be a genuine dissipation-
induced instability because of its absence in the diffusionless case. Neverthe-
less, we have described explicitly a parabolic region in the (71, 72)-plane that
is free of oscillatory axisymmetric instabilities, no matter what the value of
Sc > 0is.

In contrast to the work of McIntyre (McIntyre, 1970) we found conditions
when oscillatory axissymmetric modes are the first to be destabilized by the
double diffusion and thus are dominant even despite the growth rate of the
oscillatory instability is generally weaker than that of the centrifugal insta-
bility (Yim and Billant, 2016). Finally, we provided a sufficient condition for
stability of a baroclinic vortex at arbitrary Sc > 0 that generalizes that of the
previous works by McIntyre (McIntyre, 1970) and Singh and Mathur(Singh
and Mathur, 2019).

This study conclusively proved the decisive role of the Schmidt num-
ber and therefore the differential diffusion of mass and momentum for the
stability of lenticular vortices and, particularly, for excitation of the genuine
dissipation-induced oscillatory instability. A codimension-2 point found on
the neutral stability curve is proven to govern exchange of stationary and
oscillatory instability as the Schmidt number transits through the unit value.
All the results are preserved even in the limit of vanishing dissipation, which
is a typical property of dissipation-induced instabilities (Kirillov and Ver-
hulst, 2010; Kirillov, 2021).

We have thus developed new analytical criteria for an express-analysis
of stability of baroclinic circular lenticular vortices for arbitrary parameter
values that is believed to be an efficient tool for informing future numerical
and experimental studies in this actively developing field.
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Chapter 3

Double-diffusive instabilities in
magnetohydrodynamic flows

“But the effect of her being on those
around her was incalculably diffusive

[...1”

George Eliot, Middlemarch

A famous example of dynamical systems subject to instabilities due to
multiple diffusive mechanisms consists of the analysis of magnetohydrody-
namic (MHD) flows, namely hydrodynamical flows of an electrically con-
ducting fluid in the presence of a magnetic field. Such a system is well-
known among the community of astrophysicists as it clearly describes the
model of rotating stellar flows that are present, e.g., in plasmas or in accretion
disks. Considering that the two equations of motion governing the struc-
ture of the velocity and magnetic fields in these systems correspond to the
coupled Navier-Stokes and Maxwell equations, a seminal monograph on the
stability of such systems has been published 60 years ago by Chandrasekhar
(Chandrasekhar, 1961), see also modern monographs (Davidson, 2001; Goed-
bloed, Keppens, and Poedts, 2010). However, it still remains crucial to con-
tinue investigating the stability of MHD flows, as it has recently been shown
that new types of instabilities might arise from the consideration of particular
background fields. Indeed, the influence of an azimuthal magnetic field on
the stability of a rotating MHD flow highly decreases the threshold for insta-
bility for the new azimuthal magnetorotational instability (AMRI) in terms of
the Reynolds number Re (Hollerbach and Riidiger, 2005; Liu et al., 2006; Kir-
illov and Stefani, 2013). Such instability can now be verified experimentally
due to the tolerable critical Reynolds in experiments such as the magnetized
Taylor-Couette flow, which has been confirmed shortly after in laboratory
(Stefani et al., 2006; Stefani et al., 2009; Riidiger et al., 2010; Seilmayer et al.,
2014). We can further notice that similar instability phenomenon can be at-
tributed to the onset of turbulence in accretion disks (Balbus and Hawley,
1992; Terquem and Papaloizou, 1996).

Afterwards, connection of the MRI in its general formulation with the no-
tion of dissipation-induced instability has been made (Kirillov, Stefani, and
Fukumoto, 2014; Kirillov, 2017; Kirillov, 2021) and similar behaviours as in
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the double-diffusive CFS instability, presented in Chapter 1, have been ob-
served. In a similar manner as in the CFS configuration with the parameter
X, the stability of resistive MHD flows is governed by the ratio of dissipa-
tive parameters, namely the magnetized Prandtl number Pm. Because of the
low electric conductivity of the relevant physical applications (Riidiger et
al., 2014), we mainly consider the inductionless limit of the MHD equations,
namely the case where Pm is vanishing. As for damped Maclaurin spheroids,
the argument of small damping ratio in MHD does not asymptotically cor-
respond to the undamped configuration, due to the intrinsic structure of this
double-diffusive system (Kirillov, 2017). Much attention is therefore required
to solve the dispersion relations associated with the different magnetorota-
tional instabilities, and the consideration of new settings of methods to ap-
proximate the equations of motion are essential to enhance the previously
known results. Our contribution directly supports this notion, and we intend
to extend the already established stability domains to new unstable regions,
by the formulation and analysis of an advanced differential equation. The
approach presented below follows from the previous analysis of AMRI by
means of the Hain-Liist differential equation (Hain and Liist, 1958) derived
for the ideal (nondiffusive) MHD equations (Zou and Fukumoto, 2014) and
extend to the case of resistive MHD flows.

Therefore, we consider a differentially rotating flow of an incompressible
electrically conducting and viscous fluid subject to an external axial and az-
imuthal magnetic field. Starting with the derivation of this new differential
equation from the original equations of motion, we perform a linear stability
analysis of the newly derived dispersion relation by means of the Wentzel-
Kramers-Brillouin (WKB) method. In particular, we find that the flow is sub-
ject to a long-wavelength instability that takes place even beyond the Liu
limit (Liu et al., 2006), under the condition of vanishing magnetized Prandtl
number Pm. We confirm this instability through the numerical solution of the
boundary value problem associated with a magnetized Taylor-Couette flow,
using a combined approach of pseudo-spectral collocation methods (Holler-
bach, Teeluck, and Riidiger, 2010; Deguchi, 2017). As it has been omitted
in the original version of the published paper presented hereafter, we pro-
vide further information on the numerical parameters used in the numerical
computation of the MHD Taylor-Couette flow. We used a truncature num-
ber N (as defined in the following article) with values ranging around 20, as
it was enough to reach convergence and good agreement with the previous
numerical studies (Hollerbach, Teeluck, and Riidiger, 2010; Deguchi, 2017).
Moreover, we emphasize that { is a parameter describing the ratio of inner to
outer radii and hence, limits of { — 0 and { — 1 correspond respectively to
wide and narrow gaps of the cylinders.

This chapter consists of a paper submitted and published in the peer-
reviewed journal Physical Review E by R. Zou, O. N. Kirillov, Y. Fukumoto
and myself (Zou et al., 2020). My original contribution is in the numerical
simulation of a magnetized Taylor-Couette flow to confirm the new instabil-
ity domain in the long-wavelength approximation, as theoretically predicted
from the extended Hain-Liist equation.
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We consider a differentially rotating flow of an incompressible electrically conducting and viscous fluid
subject to an external axial magnetic field and to an azimuthal magnetic field that is allowed to be generated
by a combination of an axial electric current external to the fluid and electrical currents in the fluid itself.
In this setting we derive an extended version of the celebrated Hain-Liist differential equation for the radial
Lagrangian displacement that incorporates the effects of the axial and azimuthal magnetic fields, differential
rotation, viscosity, and electrical resistivity. We apply the Wentzel-Kramers-Brillouin method to the extended
Hain-Liist equation and derive a comprehensive dispersion relation for the local stability analysis of the flow to
three-dimensional disturbances. We confirm that in the limit of low magnetic Prandtl numbers, in which the ratio
of the viscosity to the magnetic diffusivity is vanishing, the rotating flows with radial distributions of the angular
velocity beyond the Liu limit, become unstable subject to a wide variety of the azimuthal magnetic fields, and
so is the Keplerian flow. In the analysis of the dispersion relation we find evidence of a new long-wavelength
instability which is caught also by the numerical solution of the boundary value problem for a magnetized

Taylor-Couette flow.
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I. INTRODUCTION

A. Standard magnetorotational instability

Due to the rediscovery of Velikhov’s [1] and Chan-
drasekhar’s [2] pioneering results by Balbus and Hawley [3],
the magnetorotational instability (MRI) has aroused strong
interest in astrophysics as a promising mechanism for trig-
gering turbulence in the flow of an accretion disk and for
promoting outward transport of angular momentum, while the
matter accretes to the center [4,5]. In magnetohydrodynamics
(MHD) and plasma physics communities the MRI stimulated
development of new experimental facilities for its detection
in the magnetized Couette-Taylor flow of either liquid metal
(sodium, gallium, and liquid eutectic alloy GalnSn) as in
the Potsdam Rossendorf Magnetic Instability Experiment
(PROMISE) or plasma as in the Madison plasma Couette flow
experiment [6-9].

Let us introduce the cylindrical coordinates (r, 6, z) with
the z axis along the axis of symmetry, along with e,, ey,
and e, being the unit vectors in the radial, azimuthal, and
axial direction, respectively. For an accretion disk, the Ke-
plerian flow, a cylindrically symmetric flow with the profile
Uy o r~1/2 of rotational velocity, satisfies the force balance:
UX(r)/r = Q%(r)r = —V®; & o 1/r. In general, a steady
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rotating flow with the angular velocity (r)e,, parallel to
the z axis can be considered as a base state. To quantify
the differential rotation the Rossby number is defined as Ro =
1/2(d log 2/d logr) = r2'/(22), where the prime desig-
nates the derivative with respect to » and Q2 > 0 without loss
of generality; see, e.g., Refs. [10,11].

For a nonmagnetized flow of an ideal incompressible fluid,
Rayleigh’s criterion states that the centrifugal instability with
respect to axisymmetric disturbance occurs when the Rossby
number, Ro < —1, which fails to include the Keplerian flow
(Ro = —-3/4).

According to Refs. [1-3], a combined effect of fluid ro-
tation and the imposed axial magnetic field is able to raise
the critical Rossby number from —1 to 0 and destabilize the
Rayleigh-stable flows (including the Keplerian one) of an in-
compressible fluid, for which the viscosity and the electric re-
sistivity are neglected. The instability caused by the magnetic
field that has only the axial component B = B, e, is known as
the standard magnetorotational instability (SMRI) [10].

Already in Refs. [1,2] a counterintuitive Velikhov-
Chandrasekhar paradox for SMRI has been pointed out. In
the case of an ideal nonresistive flow, boundaries of the region
of the magnetorotational instability are misplaced compared
to the Rayleigh boundaries of the region of the centrifugal
instability and do not converge to those in the limit of a
negligibly small axial magnetic field [12]. Willis and Barenghi
established that the convergence is possible in the presence

©2020 American Physical Society
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of viscosity and resistivity [13]. Actually, the transition is
parameterized by the Lundquist number S, so that the
highly conducting fluids characterized by high values of S
have SMRI for Ro < 0 and more resistive fluids with low
Lundquist numbers are Rayleigh-unstable for Ro < —1, see
the short-wavelength analysis in Ref. [14] and its recent con-
firmation by asymptotic and numerical methods in Ref. [15].

B. Helical and azimuthal MRI and Tayler instability

Given an axial magnetic field at some instant, the radial
component is seeded by perturbing the axial field. Once the
radial component arises, with the magnetic field frozen into a
perfectly conducting accretion disk, the radial component is
tilted by the differential rotation to produce azimuthal com-
ponent, and the latter component is constantly stretched with
time, resulting in establishing a strong azimuthal component
[16]. Three-dimensional numerical simulations demonstrated
that the initial weak azimuthal magnetic field tends to be
stretched out to become, at a later stage, dominant over the
initial axial magnetic field [17,18].

Instabilities induced by azimuthal magnetic fields have
been studied already in Refs. [19,20] for the accretion disks
and in a more general setting for a differentially rotating
flow of a perfectly conducting ideal fluid in Refs. [21,22]. A
combined action of the azimuthal and the axial magnetic field,
i.e., the helical field, on the stability of accretion disks in the
ideal MHD setting was addressed in Ref. [23].

In a protoplanetary disk surrounding a young star, the
ionization depends on the radiation from the x rays and cosmic
rays [24], and the temperature of the disk. The midplane of
the accretion disk receives fewer radiation and the cold region
of the disk is only weakly ionized. For the cold and less
radiated parts of the protoplanetary and accretion disks as well
as for the experiments with liquid metals, the effects of both
the viscosity v and the magnetic diffusivity n are therefore
not ignorable. Because of the low electric conductivity, the
magnetic Prandtl number Pm = v/7 is very small [25] (e.g.,
Pm ~ 10~ for liquid sodium, Pm ~ 10~¢ for gallium and
liquid eutectic alloy GalnSn). By contrast, in the hot parts of
the accretion disks, because of the high electric conductivity,
Pm can become very large; see, e.g., Ref. [26] where Pm
ranges from 1073 to 103

The case of Pm = 0 is referred to as the inductionless limit
[8,27-29]. Viewing Pm as a ratio of the magnetic and hydro-
dynamics Reynolds numbers, Pm = Rm/Re, one can deduce
that Pm ~ 107> and Rm > 1 implies Re > 103 for the onset
of SMRI that is governed by Rm and S and requires high val-
ues of these numbers for its excitation [30]. On the other hand,
at Re > 10° it is hard to keep the base flow of a liquid metal
laminar in an experimental Couette-Taylor setup, which ex-
plains why SMRI is still not observed in an experiment [4,5].

In 2005 Hollerbach and Riidiger [31] demonstrated that
the simultaneous application of an axial and an azimuthal
magnetic field in the case of low Pm can significantly reduce
the critical value of the hydrodynamic Reynolds number
at the onset of MRI in the Couette-Taylor flow. The pre-
dicted in Ref. [31] axisymmetric helical MRI (HMRI) has
been successfully detected in subsequent experiments on the
PROMISE facility [32-34].

The azimuthal MRI (AMRI), for which the magnetic
field has only the azimuthal component B = By(r)eq,
was predicted to be nonaxisymmetric and feasible for
the parameters of the existing liquid-metal Couette-Taylor
facilities in Ref. [35]. It was detected by PROMISE in 2014
for the azimuthal magnetic field created by an axial current
external to the liquid metal [36]. We notice, however, that the
domains of both AMRI and HMRI plotted in the (Ha, Re)
plane typically have a finite size along the Re axis, which
means that these instabilities can be inhibited at sufficiently
large Reynolds numbers.

Both HMRI and AMRI observed in the liquid metal exper-
iments were reported for the differential flows that are distant
from the Keplerian one. Detection of HMRI and AMRI for
the quasi-Keplerian Couette-Taylor flows is planned in the
upcoming MRI-TI liquid metal experiment in the frame of
the DRESDYN project [9]. This advancement is based on
a stability analysis initiated in Ref. [37] and motivated by
the work by Liu et al. [38] who, using a short wavelength
approximation, identified critical steepnesses of the rotation
profile, which prevent excitation of HMRI for —0.828 ~ 2 —
242 <Ro <2+ 2\/5 =~ 4.828. These “Liu limits” were de-
rived in the assumption that the radial profile of the azimuthal
magnetic field is By(r) o< r~! and Pm is very low and thus
excluded HMRI and AMRI of Keplerian flows, characterized
by Ro = —3/4, in the liquid metal experiments where the
azimuthal field is created by an isolated axial current (e.g.,
in PROMISE).

It is known, however, that the azimuthal magnetic field
By(r) oc r, corresponding to a homogeneous axial current
density in a conducting fluid, may cause the kink-type Tayler
instability (TI) [39-41], even if the fluid is at rest, as it
was observed in a recent liquid metal experiment [42]. By
combining the field of an external to the fluid current with
the currents through the fluid itself one can create azimuthal
fields with the radial distributions that interpolate between
By(r) o< r~! and By(r) o r. This is the idea behind the design
of the new MRI-TI experimental setup [9].

In view of these considerations, a helical magnetic field
with the arbitrary radial dependence of the azimuthal com-
ponent has been considered in Ref. [37]. To characterize
the magnetic shear, an appropriate magnetic Rossby number,
Rb = r2(By/r) /(2By), has been defined [37]. Then Rb = —1
corresponds to By(r) o r~! and Rb = 0 to By(r) o< r. In the
short wavelength approximation it was established that both
the azimuthal and helical MRI are very sensitive to the param-
eter of the magnetic shear, Rb. In particular, it was discovered
that, if the magnetic profile is made slightly shallower than
By o« r~!, so as to satisfy the condition Rb > —25/32, the
Keplerian flow invites both the AMRI and HMRI [30,37,43].
Later, these results were confirmed numerically by solving
a boundary value problem for the Couette-Taylor flow with
the internal and external currents [8,44]. Numerous previous
studies, e.g., Refs. [10,21,22,27,28,31,35,38,45], overlooked
this important result because they were restricted to the
current-free field By o« r—!' with Rb = —1.

C. The Hain-Liist equation and its extensions

The HMRI and the AMRI were addressed for
axisymmetric and nonaxisymmetric perturbations in the

013201-2
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short-wavelength regime by the traditional Wentzel-Kramers-
Brillouin (WKB) method [10,46] and within the geometrical
optics [21] approximation [30,37,43,45,47,48]. The advantage
of the latter is a possibility of a systematic derivation of
asymptotic equations of different order controlled by a
universal small parameter.

In Ref. [49] Hain and Liist derived an ordinary differential
equation of the Sturm-Liouville type [50] for the radial La-
grangian displacement to determine the growth rates of MHD
instabilities with respect to isothermal perturbations in a dif-
fuse linear pinch. Since then the Hain-Liist equation (follow-
ing from the Frieman-Rotenberg equation [51]) is widely used
in the studies of local and global instabilities of cylindrical
plasma equilibria [52-54]. In particular, it was established that
the standard WKB analysis applied to the Hain-Liist equation
produces the correct local dispersion relation compared to that
following from the WKB analysis of the original system of
first order MHD equations; see, e.g., the discussion on page
103 in Ref. [53].

Motivated by this advantage Zou and Fukumoto [55] per-
formed a rigorous derivation of the Hain-Liist equation for a
differentially rotating ideal MHD fluid in a cylindrical config-
uration and subjected to an azimuthal magnetic field. After the
substitution of the WKB form of the radial solution into the
result they found a new local dispersion relation that contained
the dispersion relation of Refs. [21,22] as a particular case in
the limit of short axial wavelengths.

Compared to Refs. [21,22], the dispersion relation by Zou
and Fukumoto contained new terms affecting instabilities
with respect to nonaxissymmetric perturbations [55]. By that
reason, it is extremely interesting to apply this approximation
scheme to the case of nonideal MHD and derive a comprehen-
sive local dispersion relation allowing for differential rotation,
viscosity and resistivity and thus applicable to the studies of
HMRI, AMRI, and TI. This is the goal of the present paper.
In it the extended Hain-Liist equation serves as a basis for the
linear stability analysis of AMRI, HMRI and TI both in the
limit of Pm — 0 and in the case of general Pm and Rb.

D. Overview of the article

In Sec. II we present the base state and the linearized MHD
equations and derive our version of the Hain-Liist differential
equation for the incompressible fluid with allowance for dif-
ferential rotation, viscosity, and electrical resistivity.

In Sec. IIl we apply the Wentzel-Kramers-Brillouin
(WKB) method to the extended Hain-Liist equation and ob-
tain the comprehensive dispersion relation in the short radial
wavelength limit.

In Sec. IV we check that our dispersion relation restores the
known results for the SMRI and the HMRI, when restricted to
axisymmetric disturbances.

In Sec. V we derive the dispersion relation for the case of
purely azimuthal magnetic field and arbitrary Pm. Then we
focus on the nonaxisymmetric AMRI at finite and vanishing
magnetic Prandtl numbers. In the weak magnetic field limit
we find that the Rayleigh criterion decides the instability. In
the case of sufficiently strong azimuthal magnetic field we
first deal exclusively with two extreme modes of kr — 0 and
kr — o0, being featured by the axial wave number k. For the

Keplerian flow, the short axial-wavelength mode (kr — o0)
is excitable for Rb > —25/32, in accordance with the earlier
works [30,37]. We find that the long axial-wavelength mode
(kr — 0) is excitable for Rb < —1/4 even when the flow is
nonrotating. These findings are supported by computation of
the growth rates optimized over radial and axial wavelengths
and by presenting the evolution of the stability diagrams in the
(Ro, Rb) plane as the radial wave number varies from small to
large values.

In Sec. VI we find that in the limit of kr — 0, an upper
limit of the value of gr, where ¢ is the radial wave number,
is placed for the instability to occur. Then we analyze numer-
ically our WKB dispersion relation with a reasonable restric-
tion on the radial wave number g. This results in the stability
diagrams well compared with that of the global numerical
analysis of Ref. [56] and local analysis of Refs. [30,47] for
various values of the magnetic Prandtl number.

Finally, in Sec. VII we complement the local stability
analysis with the global stability analysis of the original MHD
system equipped with boundary conditions that we solve by
the pseudospectral method [57-59] to validate the theory.

II. EXTENDING THE HAIN-LUST EQUATION

We consider the linear stability of a cylindrically symmet-
ric rotating flow, of an incompressible viscous fluid with finite
electric conductivity, to three-dimensional disturbances. The
basic state is a rotating flow in equilibrium with the velocity
field U = U(r), characterized by the angular velocity Q(r),
in the steady magnetic field B = B(r), of the same symmetry,
with the azimuthal and the axial components 7 (r) and B,(7),
respectively:

U=rQ(r)es, B=ru(rje;+ Be:. Y]

The constant axial component of the magnetic field can be
assumed to be externally imposed whereas the azimuthal
component can be thought of as created by axial electric
currents both external to the fluid and running through the
fluid itself [29,44].

The velocity u, the magnetic field b, and the total pressure
p are partitioned into the basic flow, and the disturbance as

u=U+iat, b=B+b, p=P+p. )

The Navier-Stokes and the induction equations linearized in
the disturbance (i, b, p) are

on - ~
5+(u-V)U+(U—V)u

1 1 I
=——Vjp+—@B-Vb+ —(@b-V)B+vVi, (3)
Y P Mo P Mo

ab B .

§=Vx(Uxb)+Vx(axB)+nv2b, 4)
V.ii =0, )
V.-b=0, (6)

where 1o, v, and 1 represent the magnetic permeability, the
kinematic viscosity, and the magnetic diffusivity, respectively.
We assume that 1o, v, and 7 are all constant [43].
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Owing to the steadiness and to the symmetries with respect
to translation along and rotation about the z axis, we pose the
disturbances in the normal-mode form

it, b, p oc exp[rr + i(mb + kz)]. (7

The azimuthal wave number m takes an integer value, the axial
wave number k is taken to be a real number, and A is the
eigenvalue to be calculated. Substituting (7) into (3)—(6) yields
a coupled system of eight ordinary differential equations for
functions of r.

With a view to incorporate only the leading-order effect of
short-wave radial disturbances under the assumption of v and
n being small, we may simply replace —V? with |k|> = k> +
g* + m?/r?, where g(r) is the radial wave number. Indeed, if
the disturbance is thought to be

o< exp[At + i(mb + kz)]c(r) exp {i / q(r)d’”}

and L is the characteristic length, then ¢/'(r)~ c(r)/L
and c¢’(r) ~ c¢(r)/L?, and ¢'(r) ~ q(r)/L. For q(r)L > 1,
c(r)g?(r) becomes the leading-order term, and we can write

V& g (r) + K2+ m? )t (8)

in the dissipation terms. This procedure amounts to discarding
terms in the short wavelength regime, and should be justified
a posteriori.

Within the assumptions made, we write the resulting equa-
tions in the matrix form for the vector function

§= (lzra IIG, IZZ, Era bNGa b~17 ﬁ)

as
ME =0 )
with the matrix operator
x -2 0 £ 2 g 14
v Plko Plto pdr
1d 2 ~ 2/4+r‘%‘ _iF_ 1.
Far ) Ay 0 - Pllo[ Pt 0 rp 1M
0 0 i 0 0o —E Lli
PO P
M = —iF 0 0 . 0 0 0
d -
re —iF 0 r% Ay 0 0
0 0 —iF 0 o %, O
lyd g 0 0 0 0
0 0 o0 144 im0
(10)

where F = mu + Bk [54],
A=A+ IimQ + w,, i,7zk+im9+w" (11)

and w, = |k|*v, w, = |k|*n [30].

The assumption (8) allows us to reduce the system (9) to
a single ordinary differential equation of second order, gov-
erning the radial Lagrangian displacement of a fluid particle,
an equivalent to the famous Hain-Liist equation [49], which
is a Sturm-Liouville equation with coefficients depending ra-
tionally on the eigenvalue parameter A [50]. Note that without

(8) the resulting differential equation would be of order higher
than 2.

For the ideal MHD, the magnetic field is frozen into the
fluid and the Lagrangian variable helps to construct the iso-
magnetovortical [60] perturbations, with respect to which the
stability analysis is typically made. This is no longer true for
the nonideal case. We find that, with v and 5 included, the
following “quasi-” radial displacement &, = u,/A,, connected
with the radial component 1, is advantageous for simplifying
the resulting equation. This differs from the radial Lagrangian
displacement by the w, term in 4,,.

Therefore, we introduce a dependent variable y =
—ru, /5\,,, with the minus sign chosen for convenience, and
the following notation:

- F?
A=Ak + , (12)
Anp o
2
m
W=kt (13)

With this, as we show in detail in Appendix A, the system
(9) collapses into a single second-order ordinary differential
equation for y (r):

d dy dy
—| f— - — =0, 14
dr(fdr>+sdr 8X 19
where
Ao A imOo, — Ay)
_ _ v n ’
f= 2’ §= h2r 2,

d (imk, * iF
S Epte 22)
dr | h*r? Ay PO,
+EX”—(Q— il )
Ar POy

2m*x, x , iFu
Xo— (1= = JrQ +2| Q- = , (15)
Ah*r Ay Plory

and the prime denotes the derivative with respect to r. The
expression for the coefficient E is given by formula (A4) in
Appendix A.

Equation (14) with the coefficients (15) is thought of as an
alternative version of the Hain-Liist equation [49,50] for the
incompressible fluid extended with allowance for the effect of
differential rotation, viscous dissipation, and magnetic diffu-
sion. To the best of our knowledge in this generality it has
not been previously reported in the literature. With v = 0 and
n = 0, it reduces to the extended Hain-Liist equation for the
ideal incompressible MHD flow in differential rotation [55].
If, additionally, 2 = 0, it exactly coincides with the classical
Hain-Liist equation for the nonrotating ideal incompressible
MHD fluid in cylindrical configuration [52-54].

III. DISPERSION RELATION IN SHORT RADIAL
WAVELENGTH APPROXIMATION

Following Refs. [52-54] we apply the WKB ap-
proximation to (14) by introducing the ansatz x(r) =
c(ryexpli [ q(r)dr] and assuming that the radial wavelength
is very short, i.e., g(r)L > 1, where L is the length scale
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for the radial inhomogeneity. This results in the algebraic
dispersion relation

- F
(F + PN + 4 (m - ’“)
P Mo

- iFu
x | QRo(w, — w,) + | A, — ——
P o

2
+4AR, <Q2Ro - “Rb)
P Mo

imr d [ 2(Q%, — ﬂ) + (wy — 0))rY
22 =0,

4 dr
(16)

where we have introduced the Rossby number Ro and the
magnetic Rossby number Rb by [30,37,45]
1r

Ro=-—',

Rb=——u'. 17
X 7 (17

In the ideal case when w, = 0 and w, = 0 the dispersion
relation (16) reduces to that of Ref. [55] that, in its turn,
reduces to the ideal dispersion relation derived by Ogilvie and
Pringle [22] and Friedlander and Vishik [21] as well as to the
ideal versions of the dispersion relation of Refs. [30,37,46] in
the limit of large axial wave numbers, k — o0.

Applying the WKB approximation to the extended
Hain-Liist equation for the radial Lagrangian displace-
ment rather than to the coupled system of the ordinary

differential equations (9) we obtain an additional term
2@y — )+ (w0~ r
0 ] in the resulting dispersion rela-

t10n (16) We I;IOUCG that the axisymmetric mode (m = 0)
remains intact since this term is irrelevant. However, it can im-
prove the prediction accuracy in the case of nonaxisymmetric
perturbations with long axial wavelength.

For our purpose of stability analysis, it is expedient to
define two kinds of Alfvén frequency w, and wyg, along with
their ratio 8 representing the helical geometry of the magnetic
field, by [30]

lmrd[

kB, 2 WAg
wp = , Wap = , B=—. (18
A/ PO /PO WA

In addition, we introduce three dimensionless parameters,
namely, the magnetic Prandtl number Pm, the Reynolds num-
ber Re and the Hartmann number Ha by [30]

Q
Pm=&, Re=—, Ha= @A

Wy w, w,w,

19)

The dispersion relation for nondimensional variables, with the
derivative term in (16) being expanded out, leads to

(A1A, + Ha')?
4/}?(1\11\2 +I/{E2)

=y (Re’PmRo — B?Ha’Rb)
4im(A A, +H
4 dim( h‘2 2 + a)|:ReR0«/ m(A, + imRev/Pm)

=
_ k
—i(2mB + 1)BHa’Rb + (iHapHa — Rex/PmAz)ﬁ

2
+ RoRe(1 — Pm){ Ro — ﬁ

+ 4a2{(ReA2v Pm — zHaﬂHa) [ReAr~/Pm zHa,BHa
+RoRe(l —Pm)]} =0, (20)
where

A
A = §Reva + imRe~/Pm + ~/Pm,

A 1
Ar = —Rev/Pm + imRevPm + ——,
‘T +/Pm
Ha = Ha(l +mp),
- %
h=hr, o*=~——. (21)
h*+q*

In the rest of the paper, this form of the dispersion relation
plays the decisive role for determining the instability criteria
and for calculating the growth rates.

k=kr, G=gqr

IV. AXISYMMETRIC PERTURBATIONS

To begin with, we confirm that (20) and (21) reproduce the
known results in the axisymmetric case.

A. Standard MRI in the ideal MHD and beyond

For axisymmetric perturbations (m = 0) and purely axial
magnetic field (8 = 0) the dispersion relation (20) simplifies
as follows:

A (Pm + 1)Pm A3
Pm?>= 42—~ —
me Tt Re @
2(Ha% + 1)P P 1)27 A2
4 4Pm2e2Ro + 1) 4 2T )mj( mA DA
Re Q2
) 4Pma?(Ro + 1) N (Ha> + (Pm+ 1) 2
Re Re? Q
Ha’PmRo+Ro+1 (Ha®?+ 1)?
4gpp e PmRo+Ro+ 1 (Ha” +1)° 22)

Re? Re*
Expressing Ha, Re, and Pm in terms of the Alfvén, viscous,
and resistive frequencies according to (19) and then setting

w, =0 and w, = 0 we arrive at the well-known dispersion
relation of the standard MRI of the ideal MHD [3,11,55]:

A+ 2[20°Q%(Ro + 1) + w; |4 + 4a°Q*Row]; + o} =0,

(23)
from which Ro < 0 follows as a necessary condition for
the standard magnetorotational instability, established first in
Refs. [1,2], and Ro < —1 as a criterion for the Rayleigh
centrifugal instability in the absence of the magnetic field. The
Velikhov-Chandrasekhar paradox is that the exact criterion for
SMRI produced by (23)

2
A
402022
does not tend to the Rayleigh criterion as ws — 0, [11,12].

Ro < —
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Willis and Barenghi [13] realized, using numerical compu-
tation, that viscosity and resistivity are necessary to connect
the two criteria. To show this, we require negativity of the
free term in the dispersion relation (22). which yields the
generalized criterion for SMRI of the nonideal MHD [10,14]:

1 (Ha? 1\2
L+ 7 (e + 70
Ha’Pm +1

Introducing the magnetic Reynolds number Rm = PmRe and
the Lundquist number S> = Ha>Pm we rewrite it as

1+ g (35 + /)
Sz 41

which in the limit of Re — 00 and Rm — o0 reduces to the
condition [14]

Ro < —

2
Ro < —

’

Ro< ——, 24)

recently confirmed by the asymptotic and numerical analysis
of Deguchi [15]. At S =0 the inequality (24) yields the
Rayleigh criterion Ro < —1 whereas for S — oo it restores
the Velikhov-Chandrasekhar condition Ro < 0.

B. Helical MRI in the limit Pm — 0

Now we revisit the axisymmetric (m = 0) HMRI occurring
in the presence of both azimuthal and axial components of the
magnetic field B = ru(r)ey + B.e;.

It is well known that [8] “AMRI, HMRI and TI survive also
at low magnetic Prandtl numbers. One finds for their lines of
neutral stability convergence in the ( Ha/Re) coordinate plane
for decreasing magnetic Prandtl number Pm — 0, which can
also be obtained with the inductionless approximation of the
MHD equations for Pm = 0.”

By that reason we can consider (20) in the limit of Pm — 0
and solve it for the eigenvalue as [30]

AL H sy 1)
Q" Re Re

2
+ R—a[ﬂzHa“(l + o’ °Rb%) — Re?(1 + Ro)
e
+iBHa’Re(2 + Ro)]"/2. (25)
At large values of Re, (25) is expanded as
A
g~ +2ia+/1 + Ro + { — 1+ Ha? [mzﬂsz -1

(2+Ro)xB]] 1
:l:i m}}v (RO # 1)7
1

Re
~ +2aHa /i =
(Ro = —1). (26)

2 1
= —1— Ha® + 2a*B*Ha’Rb)—,
) =+ ( a4+ 2a°B°Ha )Re

From the zeroth-order term in (26), Ro < —1 is sufficient
for instability and so is Ro = —1 unless Ha =0 or 8 = 0.
The remaining task is classification for the case of Ro > —1.
Equation (26) tells that the growth rate, if it is positive,
increases with |Ha].

For 1 <« Ha « Re and Ro # —1, (26) reads for the growth
rates [30]

NG (2 242Rp 1 +ap 0 F2 )N L
—— =2« —1ltof—= |N——,
Q J/1+Ro Re

where N = Ha? /Re is known as the Elsasser number [30] and
N (-) designates the real part. The coefficient at N is a quadratic
equation with respect to « 8. Its discriminant is
(Ro + 2)?

Ro+1

Therefore, for Rb < 0 the coefficient at N can be positive, if
D > 0, which yields [30,37]

D = 8Rb +

1 (Ro + 2)?
8 Ro+1

as a necessary condition for instability.
Note that when Rb < 0 and Re — oo the maximum of the
growth rate, as a function of « S, turns out to be

Rb > (28)

R DN
Q  8Rb
and is attained at
Ro+2
af =7F

4Rby/Ro+ 1
Correspondingly, when Rb < —1/2 the instability occurs in
the region [30,37]
Ro € [—1,2(—v/2v2Rb? + Rb — 1 — 2Rb)]
U[2(v/2V2Rb? + Rb — 1 — 2Rb), +00],  (29)

and when —1/2 < Rb < 0 the instability occurs in the region
Ro € [—1, +o00]. (30)

In particular, for Rb = —1 the critical Rossby numbers are
Ro. = 2(1 £ +/2) at aff = £1/+/2, and thus the upper and
lower Liu limits are recovered [10,11,38].

V. NONAXISYMMETRIC PERTURBATIONS

Hereafter we limit ourselves to the magnetic field that has
only the azimuthal component B = ru(r)ey. Let

WA
/o, w,
be the azimuthal Hartmann number.
We first substitute 8 = Hay/Ha into (20) and then take

the limit Ha — 0. As a result, we get the dimensionless
dispersion relation of AMRI for arbitrary Pm:

Ha, = €29

(A1A; + m*Hal)’
4%2(1\11\2 + m’Ha})

(Re’PmRo — HajRb)

n+ g
4im(Ay Az + m*Haj) .
= ReRovPm(A;, + imRe+/Pm)
h+q
K
—2imHa}Rb + (imHa] — Rev/PmA,) =
h2
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2
+ RoRe(1 — Pm)<Ro — A):|

h2

+ 4a2{(ReA2va — imHag)[ReAgva — imHa
+ RoRe(1 — Pm)]} =0.
Taking the limit of Pm — 0 in (32), we find
4%
24 =

~
k
Ha2 [ 2m°Rb — 72Rb — ~—-
h* +g* h?

2
+ imRe(Ro+ 1){ Ro — 7?2

+4a*(Re — imHaj) (Re — imHaj + ReRo) = 0, (33)

(32)

where

~ 5 o ARe |
A =1+Hagm +?—|—sz6.

A. Weak field

To examine the instability when magnetic field is weak, we
express the solution of (33) in powers of small parameter Hay.
Then its leading-order term reads

A 1 2(1 4+ Ro) i
*:_7_"’}11 —_— RO_/T
Q R 2+ 2
—~ 2
21 R 2 kz
12 | —a2(1 +Roy— MU RO (P &
"+ 37 h2
+ O(Hayp). (34)
2.6}
ey 19T
0 Rb=—1
12}
0.5

-10 -5 0 5 10

The radicand should be positive in total for instability. The
first term in the radicand —a?(1 + Ro) becomes positive for
Ro < —1 and the second one is definitely nonpositive. This
nonpositive term has the effect of decreasing the growth rate.
In particular, setting m = 0 in (34) yields

A 1
— = £2aiv/1+Ro— —. (35)
Q Re
From (35) it follows that instability requires [30]
1
Ro<Ro,=—-1— ——.
4a’Re’
Compared with the ideal hydrodynamics, for which the criti-
cal Rossby number is Ro, = —1, the critical Rossby number

is lowered by 1/(4a’Re?) and the maximum growth rate is
decreased by 1/Re due to viscosity.

When Ro > —1, to which the Keplerian flow (Ro = —3/4)
belongs, the nonaxisymmetric as well as the axisymmetric
modes decay as /2 =~ —1/Re.

B. Strong field

We turn to the case of a strong magnetic field. The
Reynolds number is assumed to be large. The axial wave
number k is an important parameter for determining the
maximum growth rate and the instability region.

Figure 1 shows the growth rate given by Eq. (33) as
a function of k for different values of Rb. We fix m =1,
Ro = —3/4, and g = 0, because numerically the modes of
g = 0 exhibit the fastest growth. We observe that at around
Rb = —1/4, there is some finite k at which the growth rate
takes the maximum value. When ng\is smaller than —1/4, the
fast growth rate gives way to the k = 0 mode at Rb = —1.

1.2}

Rb=1

-10 -5 0 5 10
k

FIG. 1. The growth rate Re(1)/<2 given by (33) versus the dimensionless axial wave number k = kr for R;c\ =100, Hag =10, m=1, g =
0, Ro = —3/4. From upper left to lower right, Rb is varied from —1 to 1. As Rb increases, the value of k corresponding to the maximum
growth rate increases from k = 0 to finite but nonzero value and ultimately this k — oo.
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FIG. 2. The growth rate Re(A,) of (36) versus Ha, when Re = 10 m=1, 75: ¢ =0,Ro = —3/4, and Rb = —1. The right panel is the
close-up view of the left one near Ha, = 0, demonstrating a certain strength of magnetic field needed for instability.

When Rb is increased above —1/4 by a certain amount, the
maximum growth rate is attained in the limit of k — oo.

1. The limitk — 0

The observations described above suggest us to examine
closer the limit of kK — 0, which means letting o — 0 and
h — m in (33). In this limit the roots of (33) at Re > 1 take
the form

A 1
51 = —im — (1 +Ha§m2)§,
A2 . 4Ro(1 4+ Ro)
Q- "’"[1 + m+zp]

— |14+ Ha?m? 1_‘_& i
0 m?>+q* /) |Re’

A glance at (36) shows that the axisymmetric mode (m =
0) is excluded from the unstable ones and the growth rate
N(A1) is always negative. The growth rate 9i(X,) is positive
provided that

(36)

1

2 ( 4IRb]
m (m2+§‘2

(37)

1
Rb < —Z(m2 +4°) and Hag >

_1)'

Figure 2 displays the growth rate 9(1,) as a function
of Hag when Re = 10*, m =1, k =g =0, Ro = —3/4, and
Rb = —1. The left panel shows that the growth rate increases
with Hay; the right panel is the close-up view near the ori-
gin. We recognize that the small but nonzero value |Hay| =
1/+/3 ~ 0.5774 is necessary for the onset of instability.

Note that rather than Ro, it is now Rb that is tied with the
instability and the negative value of du/dr is required. The
maximum growth rate is attained at g = 0.

When Rb = —1, the m = 41 modes are the only possible
modes for instability.

When m = +1 is fixed, Rb < —1/4 is necessary for the
instability of the k = 0 mode.

It is remarkable that the instability exists, beyond the
restriction of the Liu limit, for arbitrary Rossby number Ro.
However, we should be cautious about this result, because the
modes of ¢ = 0 lie outside the regime of validity of the radial
WKB approximation. Later in the article, we argue about the
limitation on g.

2. The limitk — oo
In the limit k — oo, where ¢2 is replaced by k2/a® — k> —
m? (0 < o < 1), the roots of (33) take the form [30,43]
)\IAZ 2 2 . 1
—= = Na(2a"Rb — —im—- —
) 4Qa m”) —im Re
+20{N} (m*+a’Rb?) 4 imN,4 (2 + Ro) — 1-Ro}?,
(38)
where Ny = Ha} /Re is the Elsasser number for the azimuthal
magnetic field [30,43].
By expanding the eigenvalues (38) to first order in 1/Re
we get [28,30]
A
g = —im = 2ay/=(1 + Ro)
am(2 + Ro)i| 1
V14 Ro Re’
When Ro < —1, the instability occurs with the growth rate
R)/Q2 ~ 2a4/—(1 4+ Ro). This mode pertains to the classi-

cal Rayleigh instability since no magnetic field is required.
When Ro > —1, the instability criterion becomes

2+ Ro +2Rb > 0
il >0,
+/14+Ro
201 2 ~/1+4+Ro
and o“Hay > ,
(2Rb — n?)4/1 4+ Ro + |n|(2 + Ro)
(40

+ N, [2a2Rb —-m?+ (39)

—n* + |n|

where n = m/a. If we choose that, e.g., Rb =0, m = 1, and
o =1, then |Hay| ~ 0.8165 is the onset of AMRI at the
Keplerian Ro = —3/4 as shown in Fig. 3.

The left-hand side of the first of the inequalities (40) is a
quadratic polynomial with respect to the real-valued number
m. Hence, the discriminant of this polynomial

_ (2+Roy’
" 1+4Ro

in order that the polynomial can take positive values. This
yields the familiar [30,37] necessary condition for instability
(28). For instance, for Keplerian flow Ro = —3/4 in (28) the
inequality Rb > —25/32 is necessary for instability [30,37].

+8Rb > 0
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FIG. 3. The growth rate Re(A) to Hay, when Re = 10*, m = 1, *— 00, @ = 1, Ro = —3/4, and Rb = 0 according to (38). The left panel
shows that large Ha, increase the growth rate, and the right panel is the amplification of the left one when Hay is small, which demonstrates

that a certain strength of magnetic field is needed for instability.

The first inequality in (40), when Rb < n?/2 — n, is written

for Ro as
2 —2Rb — ,/(n? — 2Rb)? — 4n?
—1<Ro<—2+n \/(n ) "
2n%(n? — 2Rb)~!
n? — 2Rb + /(n2 — 2Rb)? — 4n?
R -2 , (41
orRo>—2+ 2n2(n2 — 2Rb)-! “h
and when Rb > n2/2 —n, as
Ro > —1. (42)

When n = ++/—2Rb, the domain (41) reduces to (29), which,
at Rb = —1 takes the form

—1<Ro<2—-2v2 or R0>2+2«/§,

where 2 — 24/2 and 2 + 2+/2 are the lower and the upper Liu
limits, respectively [38].

3. Growth rate optimized by % and q

In the long-wavelength limit of k- 0, Rb < —1/4 is
necessary for the instability of m = 1 mode as shown by (37),
while in the short-wavelength limit of % — o0, the condition

Rb > é (]}10121) given by (28) is necessary for the instability.
Since the latter one overlaps with the former one, we conclude
that for each value of Rb there exist wave numbers k and ¢
such that the mode with m = 1 is unstable.

Either the mode of k — 0 or k — oo dominate in large
range of Rb, and the maximum growth rate is attained at a
finite value of k for every particular value of the magnetic
Rossby number, Rb, as illustrated in Fig. 4. In this figure
the optimized with respect to k growth rate is plotted against
Rb for Re = 10*, Hag = 100, m = 1, and Ro = —3/4 and
g = 0 (upper panel) and g = 1 (lower panel). We observe the
crossover of the k = 0 mode and the k = oo mode, The range
of large negative values of Rb is dominated by the K = 0 mode
and the one of large positive values of Rb is dominated by the
k — oo mode.

4. Evolution of AMRI region in the (Ro, Rb) plane with k

In order to understand how the instability region evolves
from that described by (37) at k—0to 41) at k - oo we
plot the growth rate of the dispersion relation (32) in the

projection to the (Rb, Ro) plane; see Fig. 5. The results are
presented over a growing set of axial wave number k for
Re = 10%, Hag = 10>, Pm = 107%,g= l,and m = 1.

It is clearly seen that already for k > 1.8 the neutral
stability curve bounding the stability domain (shown in white
in Fig. 5) is close to Rb = —1 Ro2)° corresponding to the
limit of Pm — 0. Equivalently, the instability domain is close
to (41).

4
4
4
5 y
Re(\) 7
0 7
257 s
.'/..
-“ — k-0
\ - koo
Ul —— \ — Maximum/[]
-2 -1 0 1 2
Rb
!.
/
27 /
Re()\) ) /
ol !
0 S k>0
.......... - koo
............ \ = Maximum
-2 -1 0 1 2
Rb

FIG. 4. The growth rate to magnetic Rossby number Rb for Re =
10*, Hay = 100,m = 1, Ro = —3/4, and ¢ = 0 (upper panel) or § =
1 (lower panel) according to (33). The solid line is k=0 mode, the
dotted one is the k — oo mode, and the dashed line stands for the
growth rate maximized over 75, whose left part tends to the k=0
mode and the right part tends to the k = co, @ = 1 mode.
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FIG. 5. Growth rate calculated with the use of the Hain-Liist dispersion relation (32) in projection to the Rossby plane (Rb, Ro) for
Re = 10*, Hay = 10?2, 7= 1, m = 1, and (from upper-left to lower-right panel): Xk = 0.01, 0.4,0.7,0.8,0.9, 1, 1.1, 1.3, 1.8, 2.5, 5, and 10. The

white domains represent stability.

At the lower values of k the instability domain splits into
two parts, one of which becomes dominant at k = 1.3 stretch-
ing along the Rb axis at k = 1 and finally bifurcating into the
instability domain corresponding to large negative values of
Rb and practically not depending on Ro, in agreement with
the criterion (37).

Below we demonstrate a similar transition for the domain
of Tayler instability.

C. Tayler instability in the limit of Pm — 0

Tayler [39,41] established that an ideal nonrotating per-
fectly conducting fluid in an azimuthal magnetic field is stable

against nonaxisymmetric perturbations with the azimuthal
wave number m = 1 under the condition

d

E[ng(r)] <0. (43)
Recalling the definition of the magnetic Rossby number
(17) and taking into account that By(r) = ru(r), the Tayler
stability criterion for m = 1 takes the form

Rb < —3, (44)

which means that the azimuthal magnetic field By(r) ~ r
created by a current passing through a conducting fluid and
corresponding to Rb = 0 is unstable.
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Reference [41] numerically predicted the Tayler instability
(TT) caused by the field with Rb = 0 to exist also in the limit
of Pm — 0, which allowed for its recent observation in the
experiments with liquid metals [42].

Using the geometrical optics stability analysis Kirillov
et al. [30] extended the criterion for the onset of the Tayler
instability to the case of arbitrary m > 1:

2

m
Rb > — —1, 45
” 4a? “43)

where @ = k2/(k2 + ¢%). When m = %1 and o = 1, the crite-
rion (45) yields Rb > —3/4 for instability, which includes the
case of Rb = 0 observed in the experiment [42].

In order to explore the Tayler instability on the base of the
dispersion relation (32), we assume Re = 0 in it and take into
account the relation

Re+/Pm _ Hay
Q o wa, ’

(46)

This reduces (32) to
AHay AHay 1 N P
+va)( +>+Ham h“+9°)

[( WA WAp +/Pm v 1

mk>
— 4Halk>m® — 4Ha2| (k> — m*)Rb + —=
2
AH AH 1
x [( 24 \/Pm>( %4 ) +Ha§m2] =0.
WA9 Wag vPm
We consider the limit where Pm is very small. Then the

growth rate is of O(+/Pm), and we can renormalize the
eigenvalue as

47)

A = Aov/Pm. (48)

Then the leading-order terms of (48) are

A 2
<1 + 2% Hay + Hagmz) H+3%

WAp
-~ -~ mZP
— 4Hagk*m* — 4Ha2 | (k* — m*)Rb + =
Ao 2 2
x | 1+ —Hay +Hajm* ) = 0. (49)
WAH

For very large magnetic field we have Hag > 1 and can
further renormalize the eigenvalue as

Ao = A.Hag (50)

and solve (49) for A,, to the leading order in Ha, ™!, as

A 22
= —m? = (K% — m*)Rb 4+
Wap h? + g2 h?

~ 2l
+ || k2 —m>)Rb+ = + m2k2(h2 +32) }.
(51)
In the limit of ¥ — 0, Eq. (51) yields
Ao  E2m’Rb — m?(@® + m* 4+ 2Rb
_ m m-(q~ +m~ + )' 52)

WAp g +m?

One of the roots (52) is equal to —m?2, whereas another one
becomes positive if

Rb < —1(m’ +7°) (53)

reproducing the first of the inequalities (37).
In the limit of k - co and @« — 1, Eq. (51) reduces to

)\’i
¢ — 2Rb — m? £ 2vRb? + m?

(V] -
= (14+Rb)> — (1 £ VRb? + m?)>. (54)

The root A /wae in (54) is always negative. The other,

)»+
4 — (Rb+ vRb? + m2)(2 + Rb — vRb? + m2),

(Y]

is a product of two expressions, the first of which is always
positive, whereas 2 + Rb — v/Rb? 4 m? is positive if

2
Rb>m7—1 (55)

in accordance with (45), where o = 1. Therefore in the short
axial wavelength approximation we reproduce the result [30].
Note that Ogilvie and Pringle [22] established criterion (55)
for the case of ideal MHD.

In general, setting the right-hand side of (51) to zero, we
get the critical Rb at the neutral stability surface

L[ @m® | Rm® - HE + 2m?) + m
Rb=-|. 1" (m” = DK F2m) +m | 56
42 —m2 A m

For k=0 the expression (56) yields the critical value of
the criterion (53) and for k — oo the critical value of the
criterion (55).

Figure. 6 illustrates the transition from the criterion (55) to
the criterion (53) as k varies from 100 to O at the fixed ¢ = 0,
based on the expression (56). At the value

k=3-1g (57)

(equal to /3 for ¢ = 0 in Fig. 6) there are two saddle points

at
Rb=%2[2—2 and m=i@’ (58)

corresponding to Rb = —2 and m = ++/3 in Fig. 6. The sad-
dle points are formed by the straight lines m = £v3 — %2[2
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FIG. 6. The regions of the Tayler instability (blue) with the boundary (56) fc for ¢ = 0 and (top row from left to right) %k =100,k =+/3+0.1,
andk = /3 and (bottom row from left to right) k= V3-0.1, k=0. 3, and % — 0.

intersecting with the curve

2m* + (18 — @®)ym? — 4% + 24

Rb =
4@ —2m? —6)

process to find the coefficient @¢; from the next-order term
resulting in the following representation for the critical roots
at large Re:

. . -
Note that (58) implies an upper bound on the value of )ﬁ = — RevPm 1 m>Y Ro(Ro + 1)
7 19 < v6. In these conditions the bifurcation value (57) WA9 Hay Hay+/Pm Ro +1
for the parameter k sharply separates the cases of the short- 1
axial-wavelength (55) and long-axial-wavelength (53) Tayler +0 (R e>
instability in the limit of vanishing Pm. However, in the case
ls?m>li}l/e€s ‘tl;Z esa;:(idle7point is absent and the transition scenario )»3,4 —iRe+/Pm _—RevPm 2 (752 n ’q\z 4 2Ro—2)
pliies; g /- wae  Hagh(@ + h2)
+m* +m? (2K + @ + 2Ro)] % 2i/c3)
V1. AMRI AND TAYLER INSTABILITY AT FINITE Pm |
The magnetorotational instability is, by definition, caused +et O<R_e>’ 59
by the cooperative effect of rotating flow field and magnetic
field. The cooperative action comes into play for a differential
. . . Lo where
rotation. Assuming the expansion of the solution in terms
of Re as A /w9 = agRe + a; + a;Re™' + azRe 2 + -+, we —Ro T
expand the dispersion relation (32) with respect to 1/Re and a= 0=k, N
solve the leading-order term to obtain ay. We repeat the ¢ = —HaéPm[Ph“(fh\2 +3>)(1 + Ro) +mch],
2 2
Ir 1
0r 0
Rb Rb
-1 ; -1
ot 2 ]
3t 3t ‘ . 3 - 1
E L -4 : -4
4 3 2 -1 0 1 2 3 4 4 3 2 -1 0 1 2 3 4 4 3 2 -1 0 1 2 3 4

m

m m

FIG. 7. The regions of the Tayler instability (blue) with the boundary (56) for ¢ = 3 and (from left to right) k= 100, k= 0.2, and k — 0.
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FIG. 8. AMRI regions (above the neutral stability curves) in the (Hag,, Re,) plane for Rb =Ro = -1, m =1, ¢ = 3r ' r =1.5r, and
(left to right) Pm = 10, Pm = 1, and Pm = 107 found with the use of the growth rates maximized over k of the roots of the dispersion relation

(32) with the parameters specified by (62).

VPm
B Hay

(1 — Pm)c;Ro(—m?c;Hagy/Pm + im./c3)
B o+ imclﬁHagm ’

The growing wave R(L) > 0 corresponding to A;, for the
particular case of Keplerian flow (Ro = —3/4) withm = 1 is
admitted for

C3 =

1
WV 3Pm’

For A3 4, numerically we find that a growing wave is permitted
for small Pm and finite k. For example, for the Keplerian flow
(Ro= —3/4)andm = k = Hag = 1,Pm = 0.01, g = 10, the
zeroth-order growth rate c3 ~ 1.68.

In the PROMISE laboratory facility [36], the experimen-
tal setup is a Taylor-Couette flow between two corotating
cylinders of finite axial size. The inner cylinder is set with
the radius r;, = 40 mm and the outer cylinder is with 7oy =
2rin = 80 mm. The gap between the cylinders is d = roy —
in = Fin. By that reason, in this section we assume ri, = d =
ro. Recalling (17), we can write

7o 2Ro 7o
Q(rin):Q(r)<r) ) M(rin)ZM(r)<r>

This allows us to redefine the Reynolds and Hartmann num-
bers as follows:

Q - d2 2Ro
Re; = $2rin)d” = Re|k|2r§<r0) ,
V r
. :‘/L(I"in)d2

N
Hay, = = Hay |k|2r§<0> ,
NI r

where |k|> = k* 4+ ¢*> + m?/r* and Re and Ha, are given by
(19). These Reynolds and Hartmann numbers (62) match
those of the numerical and experimental works [25,36,56].

The critical Reynolds number at the onset of instability is
crucial for the experimental realization of the MRI. The liquid
metals used in the experiments have Pm ~ 107°, and the
standard MRI which scales with the magnetic Reynolds num-
ber and the Lundquist number corresponds to the Reynolds
numbers of order 10°. Therefore it is hard to maintain the
basic flow undisturbed before the onset of SMRI [4,5].

Hag >

(60)

2Rb
(61)

(62)

The helical and the azimuthal MRI scale with the Reynolds
and Hartmann numbers and thus require moderate ranges of
the Reynolds numbers compared to SMRI [31]. By that reason
both HMRI and AMRI were detected in the laboratory experi-
ments [8,9,33,34,36] for rotation which is a little bit shallower
than the Rayleigh value € ~ r~!° and for the current-free az-
imuthal magnetic field corresponding to Rb = —1. In [37,43]
it was theoretically shown that the inductionless HMRI and
AMRI for the Keplerian flow with Ro = —3/4 exist when the
radial dependence of the azimuthal magnetic field is shallower

than that of the current-free type: Rb > —é (1;‘:;21)2. In Sec. V
we have verified this result for large axial wave numbers,
k > 1. The planned MRI-TI experiment in the frame of the
new DRESDYN facility [8,9] creates the azimuthal magnetic
field both due to currents isolated of the liquid metal and
passing directly through the metal thus allowing for variable
Rb including those satisfying the instability criterion (28).
On the other hand, in Sec. V we have found that for
small axial wave numbers, k& < 1, the inductionless AMRI
of the Keplerian flow may occur at Rb < —1/4, which in-
cludes the current-free azimuthal magnetic field with Rb =
—1 used in the existing PROMISE experiment; see Fig. 4.
Using the redefined Reynolds and Hartmann numbers (62) in
this section we compare our WKB analysis with the results
from the global analysis [35,56] for arbitrary Pm and discuss
the implications for the experimental detection of the long-
axial-wavelength instability. In view of the recent discovery
of a long-wavelength linear instability of a hydrodynamical
Taylor-Couette flow [59] this direction is worth pursuing.

A. Case of Ro = Rb = —1 and m = 1 with ¢ = 3r;!

Since the Taylor-Couette experimental apparatus is radially
bounded, we limit ¢ from below and choose, e.g., g = 3ry I
which is reasonable when the radial velocity disturbance
should be zero on the boundary and the width between the
two cylinders is rp. In Fig. 8 we present the instability region
in the (Hay,, Re;) plane. To find it, we numerically calculate
the maximum growth rate at every meshing point in the
(Hag,, Re;) plane for a wide range of k. Zero growth rates
correspond to the neutral stability curve. The calculation is
performed locally at r = 1.5r, the average of r, = ro and
Fout = 2r9. Notice that the Tayler instability is excluded in this
parameter regime by (53) and (55). We can see that Fig. 8 is
similar to Fig. 1 of Hollerbach er al. [35] and Fig. 1 of Riidiger
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FIG. 9. The maximized over k growth rate Re(A ) in the units of & versus Hay, according to Eq. (32) with the parameters (62) for the

flow withRo= —1,Rb=—1,Pm =10 m =1, q= 3r0_1, and r =

et al. [25]. The instability is invited when the Reynolds
number is of the order 10> when Pm <« 1 and of the order 10
when Pm ~ 1, 10. When Pm = 1079, the critical Reynolds
number is Re; &~ 265, which is attained at Hay; ~ 30, k =
3.4727ry ! and q =3ry ! Note, however, that in Refs. [25,35]
the instability domains have a finite size along the Re axis,
which yields the existence of the second critical Reynolds
number by exceeding which the AMRI vanishes. The neutral
stability curves based on our local dispersion relation do not
catch this upper critical Reynolds number.

The left panel of Fig. 9 shows that for Re; = 3000
and Pm = 1079, the instability occurs when Hay, € (4, 590).
The growth rate has its extremum R(Amax)/Qin =~ 0.1483 at
Hay, ~ 153 with the extremizer k ~ 7.43r;". In the right
panel of Fig. 9 corresponding to Re; = 500, the instability
occurs for Hag, € (12, 93). The growth rate reaches its ex-

80

60

Re
" 40}

207

50 100 150

300 ¢
Re; 200

100 |

50

100 150
Ha@1

200

1.5r9 when (left) Re; = 3000 and (right) Re; = 500.

tremum N(Amax)/2in ~ 0.06397) at Hag, ~ 46 with the ex-
tremizer k ~ 4.35r !. We see that in both cases no instability
occurs when the magnetic field is sufficiently weak in agree-
ment with the argument in Sec. V A.

B. Case of Ro = Rb = —1/2 and m = 1 with ¢ = 3r;!

The magnetic Rossby number Rb = —1/2 and the az-
imuthal wave number m = 1 lie inside the range (55) and
thus allow for the emergence of Tayler instability [39,56].
Figure 10 displays the variation of the instability regions in
(Hag,, Re;) plane when the magnetic Prandtl number Pm
changes from 100 to 0.1. This result compares well with
Fig. 3 of Riidiger et al. [56]. We notice that there are two
types of instabilities, with the lower part originating from
the Tayler instability occurring without rotation in the basic

200

100 150

1000
800

Re, 600
400

200

150
Hag1

50 250 350

FIG. 10. The instability region in the (Re;, Hay, ) plane forRo = —1/2,Rb=—-1/2,m=1,q = 3r0_1, r = 1.5ry, and Pm = 100, Pm =
10, Pm = 1, and Pm = 0.1. The instability domains represented in blue are found with the use of the growth rates maximized over k of the

roots of Eq. (32) with the parameters (62).
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0.16¢
Re(Apar)0-12 T
Q
0.08F
0.04
LN
0 100 200 300 400
Hap,

FIG. 11. The optimized over k growth rate versus the Hartmann
number Hay, according to Eq. (32) with the parameters (62). The
parameters chosen are Re; = 800, Rb = —1/2, Ro = —1/2, and
Pm=0.1withm=1,¢9= 3r0_1, and r = 1.5r.

state, and with the upper part originating from the AMRI. As
Pm decreases, the critical Reynolds number becomes larger
for the AMRI and the AMRI region shrinks to a seemingly
separate upper region. The critical Hartmann number for the
Tayler instability turns out to be insensitive to Pm. Figure 10
exhibits marked contrast with Fig. 8§ where TI is excluded by
the criteria (53) and (55).

Closer to the experimental condition is the case of Pm =
0.1 in Fig. 10. Fixing Pm = 0.1 and Re; = 800, we draw
the optimized over k growth rate as a function of Hag, in
Fig. 11. There are two instability intervals Hay, € (69, 155) U
(210, 00). In the first one a local extremum is attained at
Hap, ~ 112 with the wave numbers k = 2.7493r0_1 and g =
3r; . The growth rate increases monotonically with Hag, for
Hag, > 195.

C. Case of Ro = —3/4,Rb = —1, and m = 1 with ¢ = 3r}"

According to the instability condition (28) the Keple-
rian rotation with Ro = —3/4 cannot be destabilized by the
current-free azimuthal magnetic field with Rb = —1 in the
inductionless limit of Pm = 0. Instead, the criterion (28)
suggests shallower radial profiles for the magnetic field with

1O><10
8.
Pm
4t
2 1 1 1 1
200 400 600 800
Hagl

Rb > —25/32. Does this change for small but finite Pm?
The work [30] predicted regions of HMRI existing at such
values of the magnetic Prandtl number. What can we say about
AMRI?

Here we demonstrate that, for Ro = —3/4 and Rb = —1,
there is a minimum value of the magnetic Prandtl number
Pm, below which the instability is ruled out. Let us choose
r = 1.5ry and search for the critical Pm for instability. For the
flow with Re; = 10%, the left panel of Fig. 12 shows that the
instability necessitates Pm > 0.0046, with the critical value of
Pm corresponding to Hag, ~ 400. For Re| = 103, the critical
value is raised to Pm =~ 0.048 which is attained at Hag, ~ 127
as shown by the right panel of Fig. 12.

As Re; is increased, the critical value of Pm is decreased,
which yields a larger strength of magnetic field according to
(60). Large Reynolds numbers mean turbulence in practice
so that Pm > 1073 is at least necessary for experimental
realization of the AMRI. However the liquid eutectic alloy
GalnSn has Pm = 1.4 x 10~° making the AMRI of a Keple-
rian flow virtually impossible for the experimental setup with
the current-free azimuthal magnetic field [36]. Indeed, Fig. 13
shows that as Pm decreases, the instability region becomes
smaller and smaller.

However, as Fig. 4 demonstrates, in the limit (Pm — 0),
the k — 0 mode has positive growth rate. To approach this
instability, we set rour = 7o as the characteristic length but set
r to vary freely toward r = 0. By setting k = 0 in (33), we
find its roots in the following form:

Al [ro 1 Hag  [rgl+(qr) .

_ = — _—— — —_— 1,

Q r 1+ (gr)? Re; r Re

A [rg 3—(qr)* Hag  [rg1+(qr)® 1+44%7

== /= — = —i )

Q r (14 (gr)*)? Rey r Re; 4 + 4q2r?
(63)

The first root has M(X;) < 0 and corresponds to a stable
mode. The second one indicates that, for large values of Hay,,
the instability occurs when

(gr)* <3. (64)
0.1
0.08F
Pm
1 0.06
0.04
0.02 ' ' '
100 200 300
Hael

FIG. 12. The region of AMRI (above the critical lines) in the (Hag, , Pm) plane when Rb = —1,Ro = —3/4 and (left) Re; = 10* and (right)
Re; = 10° according to Eq. (32) with the parameters (62). In the former case the instability occurs when Pm > 0.0046 with the smallest Pm
corresponding to Ha,, ~ 400, whereas in the latter when Pm > 0.048 with the lowest Pm corresponding to Hay, ~ 127.

013201-15



68 Chapter 3. Double-diffusive instabilities in magnetohydrodynamic flows

Z0U, LABARBE, KIRILLOV, AND FUKUMOTO

PHYSICAL REVIEW E 101, 013201 (2020)

200 ¢
100 ¢
50

R61 20+
10

2t Pm =10

10 20 50 100

Ha@1

2001 ' ' ' : : g

100 ¢ \_/
50¢

R61 20+
10 ¢

1 2 5

2t Pm=1

10 20 50 100
Hag1

1 2 5

FIG. 13. The region of AMRI in the (Hay , Re;) plane when
Ro=-3/4and Rb=—-1, m=1, ¢g= 3r0’1, and r = 1.5rg. The
neutral stability curve is obtained by maximizing the growth rate
over k for Pm = 10 and Pm = 1 with the use of Eq. (32) with the
parameters (62).

In addition, the radial wave number is bounded so as to satisfy
the boundary conditions at the cylinders of r = rj, and roy,
indicating

q(Fout — rin) > 7 > 3. (65)
Combining (64) and (65), we obtain
1

: < —. (66)

Yout — Tin \/3

Setting r = (rin + rout)/2, We obtain an estimate for ri, /Foy as

Fm 2—+/3
<

Fouw  2++/3

This crude argument suggests that the experimental setups

with 7y /7oue = 1/2 might need to be modified to have a wider

gap in order to be able to capture the mode of k = 0O for a
Keplerian flow subject to the current-free magnetic field.

~ 0.0718. (67)

VII. GLOBAL STABILITY ANALYSIS

In order to provide a numerical validation of the analytical
results based on the Hain-Liist dispersion relation (32), in the
following we consider the cylindrical Taylor-Couette flow as
described in Sec. VI. We will decompose the magnetic and
velocity fields into toroidal and poloidal parts and after that

reduce the original MHD system (3)—(6) to a one-dimensional
boundary eigenvalue problem [35,44] by expanding the solu-
tion in the Heinrichs basis [15,58,61].

We assume a finite radial gap d := |rour — 7in| and a ra-
dius ratio ¢ := rip/rou that both define the geometry of the
setup. Our numerical method is based on the pseudospec-
tral expansion of the solution in terms of normal modes
before collocating at the Chebyshev-Gauss nodes. The code
we have developed has been benchmarked against several
well-established results of similar stability analyses for either
insulating or conducting boundary conditions with excellent
agreement.

For the sake of clarity, we first render the problem (3)—(6)
in a dimensionless form following the notations in Child et al.
[44] except for the background velocity field where we follow
the work of Deguchi [15]. This can be summarized by scaling
length with d, time with the viscous timescale d 2 /v, velocities
with v/d, pressure with pv?/d?, and magnetic fields with B.

A. Background fields and Rossby numbers

The scaling introduced before leads to the following set of
equations:

—=—@-VYU-(U-Vya—VP+V?
Hag o~
——[(b-V)B+ (B-V)b],
Pm
MW = o~ oo ] e
—==VxUxb)+Vx@uxB)+ —V-b,
at Pm
Vi=0, V-b=0, (68)
where Hay = Byd/./pitovy is the azimuthal Hartmann num-

ber and Pm = v/n is the magnetic Prandtl number.

This dimensionless MHD system is therefore solved re-
garding to no-slip boundary conditions for the velocity field,
which in the cylindrical coordinates (r, 6, z) lead to [59]

Qinrind
v

U (rin» 6,2) = : Rein,

U (rou, 0, 2) = kRein/C =: Reou, (69)

where Uy is the azimuthal component of the fluid velocity,
K = Qout/ iy 18 the ratio between the angular velocities, and
the inner and outer radii can be defined according to the
Taylor-Couette parameters as ri, := d¢ /(1 —¢) and roy :=
d/(1—=2¢).

A fundamental solution for this system and the boundary
conditions is the well-known Couette profile U = 7Q(7)ey,
given by

Re;, t(l—x) 1 ]
Qr) = - — 70
= 1+¢[(; g) a—cem
where 7 = rd~! is the dimensionless radial coordinate.

The background magnetic field we consider here is purely
azimuthal B = B¢ (Mep and given by

f(t N
- ¢? 1-¢

1—1¢1

2/\5

B, = (71)
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where T := By /Bin 18 the ratio between the outer and the
inner azimuthal magnetic fields [32].
Using (61) and (71) we can write

 — ;—ZRoy = C—(2Rb+l)_

(72)
Then the solid-body rotation (Ro = 0) corresponds to k = 1
and the Keplerian flow (Ro = —3/4) to k = ¢3/2.

In the following, we will specify the basic state of the
magnetized flow via Ro, Rb, ¢, Rej,, Pm, and Hay defined
earlier.

B. Pseudospectral expansion

We seek for a solution to linearized MHD equations de-
composed into toroidal and poloidal parts as follows:

T=Vx@e)+VxVx(pe), (73)

b=V x (We,)+V xVx(de,). (74)

The disturbance fields (¢, ¢, ¥, ®) in (73) and (74) are
expanded in terms of normal modes according to the pseu-
dospectral Fourier method. In it, each variable is expressed
with respect to Heinrichs basis [15,58,61] for the radial direc-
tion and to Fourier basis for the axial and azimuthal directions.
Such expansion can be represented for an arbitrary field £ as

L(x,1,0,2) := Y [HO)T,(0)] exp [A + i(m6 + k2)],
n=0
(75)
where T;,(x) is a Chebyshev polynomial, # (x) is the Heinrichs
factor, which depends on the boundary conditions considered,
A is an eigenvalue, (m, k) are the azimuthal and axial wave
numbers, respectively, and x is the length coordinate.

In order for the method to be computable, the infinite series
are truncated at the Nth order and the mapping of the radial
interval [riy, rout] to the Chebyshev interval [—1, 1] comes
from the linear transformation [58] x = 2(r — r,,)d ™! with
rm =d(14¢)/[2(1 —¢)] being the mean radius. Finally,
the series are evaluated at the Chebyshev-Gauss collocation
points

.., N.

The decomposition (75) allows us to express the differen-
tial operators as functions of the wave numbers and parame-
ters of the system. Details of this method and coefficients of
the boundary value problem can be found, e.g., in Child et al.
[44] and Hollerbach et al. [35]. The set of equations we obtain
is solved regarding the boundary conditions considered, i.e.,
no-slip conditions for the velocity field and perfectly conduct-
ing for the magnetic field. Assuming the expansion in terms
of normal modes for each variables, these conditions can be
written in the following form [62]:

Y =¢=20¢=0, (76)
® =0, (77)
ik, + ikr '+ imr 19, ® — imr 20,2 =0.  (78)

The system is therefore reduced to a generalised eigenvalue
problem of the form A¢é = AB&, where A is an eigenvalue and
& an eigenvector.

C. Numerical results

For a fixed set of boundary conditions, the boundary value
problem is solved and leads to the computation of the eigen-
values A of the magnetized Taylor-Couette flow. The global
stability analysis is therefore conducted over similar sets of
parameters from the previous sections of this paper in order to
validate a large part of the results.

In Fig. 14 we compare growth rates given by the boundary
value problem, the Hain-Liist dispersion relation (32) and the
original WKB approximation [30]. The latter solution is given
according to our notations as follows:

1
o] (S

(79

R(A)

in

where Ny = Ha}/Re, a; = k//k? + g% and

X = N§<Rb2 + 2
o1

) — (Ro+1),

m
Y =Nyg(Ro+2)—.
(231

+ BVP solution - BVP solution
—— Hain-Liist solution

‘WKB solution

—— Hain-Liist solution

- BVP solution
— Hain-Liist solution

-1

-0.6 -04 -02 -1 -0.8

Rb

-0.8 0

-0.6

Rb

-06 -04 -02

Rb

-04  -02 0 1 -0.8

FIG. 14. The growth rate Re()) in units of €, over a range of magnetic Rossby number Rb for the Keplerian (Ro = —3/4) flow with
Re;, = 10%, Hay = 10%, Pm = 0, and m = 1, in the case of the long axial wavelength (¢ = 0.02/¢ = 0.336 and k = 10~*d~", left/middle
panels) and short axial wavelength (¢ = 0.98 and k = 3.5d !, right panel). The dotted blue line comes from the dimensionless Taylor-Couette
boundary value problem with the boundary conditions corresponding to the perfectly conducting walls. The red and dashed green lines
correspond to the Hain-Liist dispersion relation (33) and the WKB approximation (79). The radial wave number is setto be g = ¢ /(1 — ¢).
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FIG. 15. The growth rate Re(A) in the units of €2, from BVP (dash-dotted blue), WKB approximation (dashed green), and Hain-Liist (red)
versus the axial wave number k (in units of ') for perfectly conducting boundaries. We set Rb = —1 with ¢ = 0.02 (left) and ¢ = 0.366
(middle) and Rb = 0 with ¢ = 0.98 (right). The parameter space is the same as in Fig. 14.

The eigenvalues are both scaled with the inner angular
velocity i, and the stability analysis has been conducted
for different but finite radial gaps over different values of
Rb in Fig. 14. In the interest of reaching the £ — 0 mode,
we have fixed a wide radial gap in order to have a small
radial wave number. We chose an arbitrary value for the
gap between both cylinders ¢ = 0.02 and according to this
geometry, we manage to find a similar behavior for the growth
rate of the long-wavelength domain but with nevertheless a
discrepancy for the threshold of instability. Not surprisingly,
the WKB solution (79) in the long-wavelength approximation
is diverging at such value of k and therefore cannot be rep-
resented in this plot. In a similar way, if we decrease the gap
between both cylinders until the limit that Eq. (67) predict, the
numerical solution still behaves as the analytical result with
nevertheless a worst accuracy in the magnitude. Nevertheless,
while the WKB solution (79) is not able to catch such limit, it
appears that our extended version of the Hain-Liist dispersion

relation can. Regarding the short-wavelength domain, we used
a narrow-gap ¢ = 0.98 and a larger wave number k£ and
the growth rates from the BVP, the WKB solution and our
dispersion relations are as expected in good agreement.

The dependence of the growth rate on the axial wave
number k in our numerical scheme is represented in Fig. 15
where we observe that for the long-wavelength domain the
growth rate reaches its maximum for £ — 0 as expected.
For the short-wavelength approximation, we are limited to a
smaller interval of k for which the growth rate is positive in the
BVP solution, but it still remains sufficient to produce smooth
and correct comparisons with the analytic. It is interesting to
notice that in the middle panel for { = 0.366, the numeric is
predicting a peak between both domains. A similar behavior
has been observed in the second figure of Bodo et al. [63]
and is analyzed by the authors as a localized state of MRI. As
we can notice, the WKB and the Hain-Liist solutions are both
asymptotically converging to the same value as k is increasing

1 3 1 0.12 6
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0 2 0.08 R 1.5
(0]
Ro i 0.06 2 i
-1 ! 0.04
0 0.5
0.5 0.02
2 -2
-1 -08 -06 -04 -02 0 -1 -08 -06 -04 -02 0 -1 -08 -06 -04 -02 0
Rb Rb Rb
1 25 1
5 1.5
0
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-1 1 -1
0.5 03
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-1 -0.8 -0.6Rb-0,4 02 0 -1 -0 _'Rb_. -0. 1 08 -06 -04 -02 0
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FIG. 16. Growth rate magnitude in the Rossby plane (Rb, Ro) from the boundary value problem with perfectly conducting boundaries for
the upper panels and from Hain-Liist dispersion relation (32) for the lower panels. The geometry correspond to ¢ = 0.02, k = 10~4d " (left
column), ¢ = 0.366, k = 107*d~! (middle column), and ¢ = 0.98, k = 3.5d~! (right column). The parameter space is the same as in Fig. 14,

and stability is represented in white.
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(tending therefore to the short-axial-wavelength limit) only
when the radial gap between both cylinder is not too large.

The last computation presents the stability domains in the
(Rb, Ro) plane as in the previous Sec. V-B—4. This case
is presented in Fig. 16 where the growth rate magnitude
from the BVP and from the dispersion relation (32) is com-
puted. The left and middle column panels show the long-
wavelength instability domains with ¢ = 0.02, ¢ = 0.366,
and k = 107*d~! and despite the difference in the neutral sta-
bility boundaries, the shape of both domains are in agreement
with the analytical results of Fig. 16. When increasing the
value of k as in the right column of Fig. 16, we also notice
that the numerics is fitting well with our solution.

VIII. CONCLUSION

We have explored the AMRI and the Tayler instability of
a rotating MHD flow, augmented by viscosity and electrical
resistivity, with respect to the axisymmetric as well as nonax-
isymmetric perturbations. We have derived the extended Hain-
Liist equation to include the viscosity and electrical resistivity.
This is a second-order ordinary differential equation for the
radial Lagrangian displacement.

We then applied the WKB approximation to it to derive a
dispersion relation, valid in the regime of short wavelengths
in the radial direction but allowing for arbitrary azimuthal and
axial wave numbers.

By that reason, the extended Hain-Liist dispersion relation
contains the previously known dispersion relations derived by
different methods, including the geometrical optics approxi-
mation.

On the other hand, the additional terms in it enable more
accurate treatment of the nonaxisymmetric perturbations with
large axial wavelength.

_|_ 2ur (i_iQ/_M/)

P#n).»n

2Q4rQ(1+

A

PHoA2

0
el

1
-

and the prime denotes the derivative with respect to r.

We then combine all the equations into a single second-
order differential equation for the radial component of the
Lagrangian displacement field. As an intermediate step, we
solve algebraic equations (Al) and express (i, iy, ii;) in
terms of p as

B A dp im [ 2iFu .
= —— L (5 o),
Epdr  Epr\A,puno

1 F? 2iFup |dp
=—|2+ref1+ |- L 4P
Ep PHoA; ploA, | dr

im 2ur (iF _, AN
——| A+ —| = —u )b,
Erp OMoAy \ Ay

<

F? )_ 2iF 1
PIOAy

While being in the limit of short axial wavelength we
restored the well-known results of the inductionless approxi-
mation, including the necessary condition (28) for both HMRI
and AMRI, and the generalized Tayler instability condition
(55), in the limit of long axial wavelength we discovered in-
stability that works both in the rotating and in the nonmoving
fluid.

We found a limitation on the radial wavelength providing
an estimate for the gap in a Taylor-Couette setup which is
necessary for detection of the instability. Finally, we com-
bined the numerical methods of Deguchi and Nagata [58,59]
and Child ez al. [44] to validate the analytical findings, based
on the Hain-Liist dispersion relation, using global stability
analysis.
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APPENDIX A: DERIVATION OF EQ. (14)

In this Appendix we derive the extended Hain-Liist equa-
tion (14). The lines 4-6 in (10) allow us to express the
magnetic field disturbance l;,, b~9, and l;z in terms of the other
variables. By eliminating the magnetic field disturbances, we
can reduce (10) to equations for & = (&7, iy, ii;, p) as

Mi&; =0, (A1)
where, with use of (12),
_ 2iFp 1d
282+ PHOAy pdr
A 0 Lim
K (A2)
0 A Lik
P
o ik 0
- ik (A3)
u = —— 9
: oal
where
2A iF ma
E=n+ 22 (I*Q/—M,>+2(Q_ > )
AnPHo \ Ay Ay o
F? . 2ipF
x |29 + l—l—~2 rQ — = . (A4)
Ay P 1o ApP o

Upon substitution from (A3) for i, iy, the continuity
equation (5) produces a second-order differential equation
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for p:
d (A dp A ' F? dp
_ 444,448 + [ — = fﬁf 1+ _ Q' 412
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2im iF d [ 2im iF
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The first of Eqs. (A3) yields an expression for x =
—rii. /Ay, in terms of p and dp/dr:

Ar dp  2i iF
(= r dp lm(Q_l[,L

= — | p. A6
AE,odr Eph, ppcokn)p (A6)

In order to derive the equation for y, first we take the radial
derivative of (A6), and eliminate the second derivative of p,
with the help of (A5), leaving

d ] Ay F dp
x _ _m |:<1—~>r§2/+2(§2— il )]p
dr  Epk, Ay Plory ) 1 dr
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where 4 is defined by (13).
A combination of (A6) and (A7) brings the expression for

dp/drinterms of y and dx /dr:
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This helps us to rule out d p/dr from (A7) and obtain
d iF
ArX—im[<1 )rQ +2<Q— : H: )]X
dr Ul pllOAn

h2r2
= p (A9)
n

(A8)

>Jx‘ >

Multiplying both sides of (A9) by pk,/(h*r?), taking the
derivative in r and then substituting from (A8) for dp/dr
expressed in terms of xy and dx/dr, we eventually arrive at

the extended Hain-Liist equation (14):

d(.d d
(f X)+ X _gx =0,

A10
dr \" dr dr (A10)

supplemented by (15).

APPENDIX B: CONNECTION TO REF. [43]

We write again the dispersion relation (16), which we
deduced from the extended Hain-Liist equation (14):

P o

iF
X |:QR0(a),7 —w,) + (QA — >:|
P 1o

4ARK? /\ )
+ Ty Q°Ro — —Rb
h PHo

i d 2(9}\,, — ) 4 (@, — o)
4 dr 122

- - F
x§A2+4a2<m = ’“)

=0,
(B1)

where A = %, + 7 — and a’ = h2 ol The dispersion rela-
tion in Ref. [43] dlffers from (B1) only by the term

A2 yimr d [ 2(Q%, = B) + (0, — 0,)rQ .
"+ ¢? dr 22 : (B2)

We illustrate the difference by calculating the growth rates
given by the two dispersion relations for Ro = —1/2, Rb =
—1/2, m =1, and Pm = 1. We define a; by of = k*/(k* +
¢%). Expanding the growth rates at large values of Hay for
(B1) with and without the term (B2), we find

9{;2)») = ayHay + O(Hay), 911;2)») = axHay + O(Hay),
(B3)
respectively, where
1
ag =
Rey /1 + (rk)21[o3 + (rk)?]
x ((of = 1)(rk)* = (1 +of) (rk)*
+ o {40rk) 1 + (rk)*1 + af (1 + 8(rk)?
+ 100k + (k1))
1
ax = Re\/ af(4+af) - (B4)
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The relation between ay and ax becomes clear, if we
expand ay in power of 1/k at large values of |k| leaving

an = i o) — (1 +a)
[(+ai)Jai(d+af) —ef(S+ai)]|ei |
2Jﬁ+4/%ﬁ@+aﬂ—l—a%e 2

+0(;>. ()

We find that the leading-order term is ak.

k%r

APPENDIX C: CONNECTION TO REF. [63]

Bodo et al. [63] consider compressible MHD without
viscosity and electrical resistivity in contrast to our setting,
which is an incompressible MHD with viscosity and electrical
resistivity. Here we demonstrate that in the limit of infinite
speed of sound (c; — o0) the differential equation (35) of
Ref. [63] yields the same version of the Hain-Liist equation for
the Lagrangian displacement as our Eq. (14) does for v =0
and n = 0.

Indeed, the differential equation (35) in Ref. [63] is

d? d i ANd
ﬁ(”‘gr) + P (l@)cfi’(ra)

C2C3—C12 l’Czd C1
_ — —— | — ) =0, Cl
+[ A2 A o \rG (r&) (ChH

which can be transformed to

afad CO=C 4 (C],,
dr[rCzdr(rsr)}_‘_[ rAC, dr(rC2>i|(r§r)_O'

(C2)

The coefficients A, C;, C,, and C; are defined in Ref. [63] by
Eqgs. (27)—(30) that contain the sound speed c;. Retaining only
the leading-order terms in ¢, in the assumption that ¢y > 1,

we write these coefficients as

A = E(pa? —2),

2mcf B 2 5

C=- ) (kBB¢ + ,01)¢(1))(,OU) — kB)’
2

2(2 M ~2 2

C2=— S(k —}—"2)(,00) _kB)’
- 2f d (Bj —pv,

1= oo 6|7 o (%

4032- ) 2 ~\2

- (0@ — kg)(kBy + pvyd)”, (C3)

where we omit the subscript O that was used in Ref. [63] to
denote the equilibrium.
In Ref. [63] kg = By + kB, and & = @ — vy — kv,.

In our notation befZ)re Appendix C, ¢ = 6 and m, k are de-

fined with opposite sign. Hence, comparing with our notation
we have kg = —F, By = ur, vy =rQ, v, =0, and w = —iA.
Now, using (C3), we can write
A & — k3
G e )
GG —C: d (G
rAGC dr \ rC,

d(kpp + p@R)?

r(p@? —kg)

4m? (kpp + p@S2)* d [ 2m(kpp + pS2)
Pk + =) (pa? —kZ)  dr k2r2 + m? '

2

1 ~2 2 d 2 2
= ~(pa® — k3) + - (u* — pQ?) —
—(p@" — k) + ——(1* — p2%)

(C4)

Substituting (C4) into (C2), then dividing both sides of the
resulting equation by a constant p, and noticing that in our
notation x = —ru,/A = —ré., we arrive at the same Hain-
Liist equation (14) that is derived in our paper and in which
one needs to set v = 0 and n = 0; see also Ref. [55].

We notice also that the dispersion relation (37) in Ref. [63],
which is a sixth-degree polynomial derived in the assumption
¢ = 0, totally differs from our dispersion relation (16) corre-
sponding to the incompressible limit ¢, — oo.
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Radiation-induced instabilities in
flow-structure interactions
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Chapter 4

Radiative instability of an infinite
Nemtsov membrane

“The heart of man is very much like
the sea, it has its storms, it has its tides
and in its depths it has its pearls too.”

Vincent Van Gogh, The Letters of
Vincent Van Gogh

Flutter of membranes has been a classical subject for at least seven decades.
Membranes submerged in a compressible gas flow and their flutter at super-
sonic speeds have been considered already in the works of Benjamin, 1963
and Bolotin, 1963. Recent works on the membrane flutter are motivated by
such diverse applications as stability of membrane roofs in civil engineer-
ing (Sygulski, 2007), flutter of traveling paper webs (Banichuk et al., 2019),
aerodynamics of sails, and membrane wings of natural flyers (Newman and
Paidoussis, 1991; Tiomkin and Raveh, 2017).

Surface gravity waves on a motionless fluid of finite depth is a classi-
cal subject as well, going back to the seminal studies of Russell and Kelvin
(Russell, 1844; Thomson, 1887; Carusotto and Rousseaux, 2013). Numerous
generalizations are known taking into account, for instance, a uniform or a
shear flow and surface tension (Maissa, Rousseaux, and Stepanyants, 2016),
flexible bottom or a flexible plate resting on a free surface (Das, Sahoo, and
Meylan, 2018). The latter setting has a straightforward motivation in dynam-
ics of sea ice and a less obvious application in analogue gravity experiments
(Carusotto and Rousseaux, 2013).

Remarkably, another phenomenon that is being analysed from the ana-
logue gravity perspective is super-radiance (Carusotto and Rousseaux, 2013)
and its particular form, discovered by Ginzburg and Frank (Ginzburg and
Frank, 1947), known as the anomalous Doppler effect (ADE) (Bekenstein and
Schiffer, 1998; Nezlin, 1976). In electrodynamics, the ADE manifests itself
when an electrically neutral overall particle, endowed with an internal struc-
ture, becomes excited and emits a photon during its uniform but superlu-
minal motion through a medium, even if it started the motion in its ground
state; the energy source is the bulk motion of the particle (Bekenstein and
Schiftfer, 1998).
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Anomalous Doppler effect in hydrodynamics was demonstrated for a me-
chanical oscillator with one degree of freedom, moving parallel to the bound-
ary between two incompressible fluids of different densities (Gaponov-Grekhov,
Dolina, and Ostrovskii, 1983). It was shown that the oscillator becomes ex-
cited due to radiation of internal gravity waves if it moves sufficiently fast.
In Abramovich, Mareev, and Nemtsov, 1986 the ADE for such an oscillator
was demonstrated due to radiation of surface gravity waves in a layer of an
incompressible fluid.

Nemtsov (Nemtsov, 1985) was the first who considered flutter of an elas-
tic membrane being on the bottom of a uniform horizontal flow of an invis-
cid and incompressible fluid as an anomalous Doppler effect due to emission
of long surface gravity waves. In the shallow water approximation, he in-
vestigated both the case of a membrane that spreads infinitely far in both
horizontal directions and the case when the chord of the membrane in the
direction of the flow is finite whereas the span in the perpendicular direction
is infinite. Nevertheless, the case of the flow of arbitrary depth has not been
studied in (Nemtsov, 1985), as well as no numerical computation support-
ing the asymptotical results has been performed. Another issue that has not
been addressed in (Nemtsov, 1985) is the relation of stability domains for the
membrane of the finite chord-length to that for the membrane of the infinite
extension.

Vedeneev (Vedeneev, 2016) studied flutter of an elastic plate of finite and
infinite widths on the bottom of a uniform horizontal flow of a compressible
gas occupying the upper semi-space. He performed analysis of the relation
of stability conditions for the finite plate with that for the infinite plate using
the method of global stability analysis by Kulikovskii (Doaré and Langre,
2006; Vedeneev, 2016). However, no connection has been made to the ADE
and the concept of negative energy waves.

In the present work (Labarbe and Kirillov, 2020) we reconsider the set-
ting of Nemtsov in order to address the finite height of the fluid layer. We
managed in that setting to derive a full dispersion relation for the case of
infinite membrane and find the flutter domains in the parameter space. Us-
ing perturbation of multiple roots of the dispersion relation, we analyze the
character of the instability to determine the wave motion due to flutter of the
membrane. We also investigate dependence of the flutter onset on the width
of the membrane, and we seek relations with the infinite membrane case by
using a numerical model developed in (Vedeneev, 2012) and new expressions
for the pressure and the potential of the fluid derived in this work. Finally,
we will explain the instabilities via the interaction of positive and negative
energy waves by finding explicit formulations of kinetic and potential en-
ergy of the flow and relate these results to the anomalous Doppler effect. The
membrane of finite-chord length, due to its inherent mathematical complex-
ity, will be presented as a separated article in Chapter 5. Significant connec-
tions between this chapter and the following will be highlighted, as some
expressions for the infinite membrane appear within the dispersion relation
of the membrane with finite extension.
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This chapter is presented in the form of an article written by O.N. Kir-
illov and I, published in the peer-reviewed journal Journal of Fluid Mechanics
(Labarbe and Kirillov, 2020). My contribution is equally shared with O.N.
Kirillov, as we jointly worked on the different sections side-by-side.
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Membrane flutter induced by radiation of surface
gravity waves on a uniform flow
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We consider the stability of an elastic membrane on the bottom of a uniform horizontal
flow of an inviscid and incompressible fluid of finite depth with free surface. The
membrane is simply supported at the leading and the trailing edges which attach it to the
two parts of the horizontal rigid floor. The membrane has an infinite span in the direction
perpendicular to the direction of the flow and a finite length in the direction of the flow.
For the membrane of infinite length we derive a full dispersion relation that is valid for
arbitrary depth of the fluid layer and find conditions for the flutter of the membrane due
to emission of surface gravity waves. We describe this radiation-induced instability by
means of the perturbation theory of the roots of the dispersion relation and the concept of
negative energy waves and discuss its relation to the anomalous Doppler effect.

Key words: flow—structure interactions

1. Introduction

Flutter of membranes has been a classical subject for at least seven decades. Membranes
submerged in a compressible gas flow occupying a space or a semi-space and their flutter
at supersonic speeds have been considered already in the works by Miles (1947, 1956),
Goland & Luke (1954), Benjamin (1963) and Bolotin (1963).

Bolotin (1963), Spriggs, Messiter & Anderson (1969), Dowell & Ventres (1970) and
Kornecki, Dowell & O’Brien (1976) addressed the problem of the so-called membrane
flutter paradox regarding the relation of stability criteria for an elastic plate to those for
a membrane. Gislason (1971) demonstrated both theoretically and experimentally that a
membrane or elastic plate with a finite chord develops not only flutter but also a divergence
instability.

Dowell (1966), when critically appraising the study by Miles (1956) of an infinitely long,
infinitely wide panel in a compressible flow occupying the upper semi-space, pointed out
that the critical wavelength predicted in this study was infinite and the flutter velocity was
zero, which was not physically meaningful. This observation has led him to the conclusion
that the finite dimension of a membrane or a plate in the flow or a span direction is critical
to the physically meaningful prediction of the instability (Dowell 1966). A similar effect

T Email address for correspondence: oleg.kirillov@northumbria.ac.uk
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of an elastic foundation was shown both theoretically and experimentally by Dugundji,
Dowell & Perkin (1963).

Absolute and convective hydroelastic instabilities of slender elastic structures
submerged in a uniform flow were discussed by Triantafyllou (1992). A comprehensive
monograph by Dowell (2015) is a standard reference in the field.

Recent works on membrane flutter are motivated by such diverse applications as stability
of membrane roofs in civil engineering (Sygulski 2007), flutter of travelling paper webs
(Banichuk er al. 2010, 2019), aerodynamics of sails and membrane wings of natural
flyers (Newman & Paidoussis 1991; Tiomkin & Raveh 2017), as well as the design of
piezoaeroelastic systems for energy harvesting (Mavroyiakoumou & Alben 2020).

Surface gravity waves on a motionless fluid of finite depth are a classical subject as
well, going back to the seminal studies of Russell and Kelvin (Carusotto & Rousseaux
2013). Numerous generalizations are known taking into account, for instance, a uniform
or a shear flow and surface tension (Maissa, Rousseaux & Stepanyants 2016), submerged
solids (Smorodin 1972; Arzhannikov & Kotelnikov 2016) and hydrofoils (Faltinsen &
Semenov 2008), a flexible bottom (Mohapatra & Sahoo 2011) or a flexible plate resting on
a free surface (Greenhill 1886; Schulkes, Hosking & Sneyd 1987; Bochkarev, Lekomtsev
& Matveenko 2016; Das, Sahoo & Meylan 2018a,b; Das et al. 2018). The latter setting has a
straightforward motivation in the dynamics of sea ice and a less obvious application in the
analogue gravity experiments (Barcelo, Liberati & Visser 2011; Weinfurtner et al. 2011;
Carusotto & Rousseaux 2013). Recent work (Robertson & Rousseaux 2018) discusses the
effects of viscous dissipation of surface gravity waves to the analogue gravity.

Remarkably, another phenomenon that is analysed from the analogue gravity
perspective is super-radiance (Barcelo et al. 2011; Carusotto & Rousseaux 2013; Brito,
Cardoso & Pani 2015) and its particular form, discovered by Ginzburg & Frank (1947) and
Ginzburg (1996), known as the anomalous Doppler effect (ADE) (Nezlin 1976; Nemtsov &
Eidman 1987; Bekenstein & Schiffer 1998). In electrodynamics, the ADE manifests itself
when an electrically neutral overall particle, endowed with an internal structure, becomes
excited and emits a photon during its uniform but superluminal motion through a medium,
even if it started the motion in its ground state; the energy source is the bulk motion of the
particle (Bekenstein & Schiffer 1998).

The anomalous Doppler effect in hydrodynamics was demonstrated for a mechanical
oscillator with one degree of freedom, moving parallel to the border between two
incompressible fluids of different densities (Gaponov-Grekhov, Dolina & Ostrovskii
1983). It was shown that the oscillator becomes excited due to radiation of internal gravity
waves if it moves sufficiently fast. In Abramovich, Mareev & Nemtsov (1986) the ADE for
such an oscillator was demonstrated due to radiation of surface gravity waves in a layer of
an incompressible fluid.

Nemtsov (1985) was the first who considered flutter of an elastic membrane resting at
the bottom of a uniform horizontal flow of an inviscid and incompressible fluid as an
anomalous Doppler effect due to emission of long surface gravity waves. In the shallow
water approximation, he investigated both the case of a membrane that spreads infinitely
far in both horizontal directions and the case when the length of the membrane in the
direction of the flow (or the chord length) is finite whereas the span in the perpendicular
direction is infinite. Nevertheless, the case of flow of arbitrary depth has not been studied in
Nemtsov (1985), and no numerical computation supporting the asymptotic results has been
performed. Another issue that has not been addressed in Nemtsov (1985) is the relation of
stability domains for the membrane of finite length to those for the membrane of infinite
length.
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Vedeneev (2004) studied flutter of an elastic plate of finite and infinite length at
the bottom of a uniform horizontal flow of a compressible gas occupying the upper
semi-space. He performed an analysis of the relation of the stability conditions for the
finite plate to those for the infinite plate using the method of global stability analysis of
Kulikovskii (Doaré & de Langre 2006; Vedeneev 2016). A single-mode high-frequency
flutter due to a negative aerodynamic damping and a binary flutter have been identified in
Vedeneev (2016). However, no connection has been made to the ADE and the concept of
negative energy waves.

In the present work we reconsider the setting of Nemtsov in order to address the finite
depth of the fluid layer, find flutter domains in the parameter space, analyse them using
perturbation of multiple roots of the dispersion relation and investigate the flutter onset
for the membrane of infinite chord length. We will explain the radiative instabilities via
the interaction of positive and negative energy waves using an explicit expression for the
averaged total energy derived rigorously from physical considerations and relate them to
the anomalous Doppler effect. We believe that the Nemtsov membrane is as important
for understanding the phenomenon of radiation-induced instabilities (Hagerty, Bloch &
Weinstein 2003) as the famous Lamb oscillator coupled to a semi-infinite string was for
understanding the radiative damping (Lamb 1900; Barbone & Crighton 1994).

2. Model of a membrane interacting with a free surface
2.1. Physical system

In a Cartesian coordinate system OXYZ, consider an inextensible elastic rectangular
membrane strip of constant thickness 4 and density p,,, of infinite span in the Y-direction,
held at Z = 0 at the leading edge (X = 0) and at the trailing edge (X = L) by simple
supports, figure 1.

The membrane is initially still and flat, immersed in a layer of inviscid, incompressible
fluid of constant density p, with free surface at the height Z = H. The two-dimensional
flow in the layer is supposed to be irrotational and moving steadily with velocity v in the
positive X-direction. The bottom of the fluid layer at Z = 0 is supposed to be rigid and flat
for X € (—o0, 0] U [L, +00).

Nemtsov (1985) assumed that a vacuum exists below the membrane. In the present study
we prefer to consider that a motionless incompressible medium of the same density p is
present below the membrane with a pressure that is the same as the unperturbed pressure
of the fluid (Vedeneev 2004, 2016).

Assuming small vertical displacement of the membrane w(X, t), where ¢ is time, a
constant tension 7" along the membrane profile and neglecting viscous forces, we write
the dimensional membrane dynamic equation as (Tiomkin & Raveh 2017)

ponhd}w = Tozw — AP, X e[0,L], Z=0, 2.1

where AP(X, 1) is the pressure difference across the interface Z = 0. The simply supported
boundary conditions for the membrane are

w(0) =w(L) =0 atZ=0. (2.2)

In general, to recover the pressure P(X, Z, 1) of the fluid we write the Euler equation for
the vorticity-free flow (Carusotto & Rousseaux 2013; Maissa et al. 2016)

v.v P
8,v+V<T—|———|—gZ) =0 (2.3)
0
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FIGURE 1. An elastic membrane with chord of length L attached to two rigid walls along its
leading (X = 0) and trailing (X = L) edges on the bottom of a fluid layer of depth H moving
with the velocity v. §2 is the fluid domain and 052y, 0§2; and 02, are respectively the free

surface, membrane and rigid wall boundaries.

with v = vey + V¢, where ¢ (X, Z, 1) is the potential of the fluid, ey is the unit vector in
the X-direction and g stands for the gravitational acceleration. This yields the integral of
Bernoulli

P 1
; + (0, + vay)p + nga - Vo + gZ = const. (2.4)
The incompressibility condition takes the form
Vip = 0. (2.5)

From (2.4) it follows that, in the case when a motionless medium of density p is present
below the membrane with its pressure equal to the unperturbed pressure of the fluid above
the membrane, the linear in ¢ expression for the pressure difference, AP(X, 1), is

APX,t) = —p(0; + vix) (X, 0, 1). (2.6)

For the sake of completeness, we present also the analogous expression for the pressure
difference for the case when there is a vacuum below the membrane (Nemtsov 1985)

Impermeability of the rigid bottom implies the condition
Vop.-n=0 atZ=0, X € (—o0,0]U[L, +00). (2.8)

The prescription of the normal velocity at the boundaries of moving surfaces allows us to
express the kinematic condition for the membrane

Vo:.n=—(0,+vix)w atZ=0, X €[0,L], (2.9)
and to specify the same condition at the free surface
Vo n = (0, + vox)u, (2.10)

where u(X, 1) is the free surface elevation and n is the vector of the outward normal to
a surface. This implies that the projection of the vector Vg to the normal will coincide
with the positive z-direction for the free surface and have the opposite direction for the
membrane, see figure 1.
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Using the Bernoulli integral (2.4) at the free surface where P = 0 and retaining only
linear in ¢ terms, we find

gu = —(0; + viy)e. (2.11)

Taking u from (2.11) and substituting it into (2.10) we obtain the boundary condition at the
free surface of the liquid that reads

1
Vo.n=——(,+vd) ¢ atZ=H. (2.12)
g

2.2. Dimensionless mathematical model

Let us choose the height of the fluid layer, H, as a length scale, and w, ! where w, =
/g/H, as a time scale. Then, we can introduce the dimensionless time and coordinates

=t = — = —Y = —Z (2.13a—-d)
T 5 F[, Fl’ Fl’ * a
woy, X y Z a
the dimensionless variables
w u wy
= _, = —, = —0, 2.14a-
5 H 1 H ¢ gH ¢ ( =)

the dimensionless parameters of the added mass ratio (Minami 1998) and membrane chord
length
pH L

o=—, I =—, (2.15a,b)
Pmh H
and the two Mach numbers (Vedeneev 2004, 2016)
c v
M, = M = (2.16a,b)

VeH' T JgH

where ¢ = T/(p,,h) is the squared speed of propagation of elastic waves in the membrane
and /gH is the speed of propagation of long surface gravity waves in the shallow water
approximation. The added mass ratio « is the ratio of the fluid to solid mass contained in
the volume delimited by the dashed lines in figure 1 and in the membrane (Minami 1998).
In figure 1, £2 denotes the fluid domain and 9£2, d§2, and 052, stand, respectively, for the
free surface, membrane and solid wall borders.

The dimensionless wave equation (2.1) is therefore

2 202s ﬁ _
976 — Mok =—a—. xel0.I] z=0. (2.17)
g

Supplementing it with the expression (2.6), which in the dimensionless time and
coordinates has the form

AP v
_ = — (a)()a, + _8x) ®, (218)
Jo H
we find
826 — M20% = (3 + ——0, ) o
5 Wis =« ( + woH gHgD
= (0, + Mo,)op. (2.19)
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The dimensionless boundary condition (2.9) is
Vo -n=—(0,+Mod)§ atz=0, x €[0, 7], (2.20)
whereas the boundary condition (2.12) at the free surface in dimensionless form becomes
V¢ -n=—(0, +Md)¢ atz=1. (2.21)
Collecting together (2.19)—(2.21) and the obvious dimensionless versions of (2.5) and
(2.8) and assuming a time dependence in the form of ¢, £ ~ e™'“* results in the following

dimensionless set of equations and the boundary conditions for the case when a motionless
medium is present below the membrane:

Vi =0, ing2, (2.22a)

V¢ -n=—(—iw+ Md,)*¢p, on ds2, (2.22b)
V¢ -n=V(x), onds2, (2.22¢)

V¢ -n=0, onas2, (2.22d)

[@® + M23%)E = —a(—iw + Md, )¢, on I, (2.22¢)
E(0)=&(I") =0, onas, (2.22f)

where V(x) = (iw — Ma,)&(x),x € [0, I'] 1s the impermeability condition for the
membrane. For simplicity, we retain the same notation for the membrane displacement
and the fluid potential after the separation of time.

Therefore, due to the irrotational, incompressible and inviscid character of the fluid, our
mathematical model (2.22) consists of the Laplace equation for the fluid potential (2.22a),
supplemented by the kinematic conditions for the free surface (2.22b) and the membrane
(2.22¢). The pressure at the surface of the fluid is also prescribed as a dynamic condition
and therefore closes the system of equations for the fluid in this model: the motion of the
membrane is described by a non-homogeneous wave equation (2.22¢) with the pressure of
the fluid (recovered through the Bernoulli principle) as a source term. The membrane is
supposed to be simply supported at its extremities as in (2.22f).

3. Methods and results
3.1. Membrane of infinite chord length

Our ultimate goal is to understand the fundamentals of the phenomenon of
radiation-induced instabilities in the model (2.22) that we see as a reasonable analytically
treatable substitute for the famous Lamb system (Lamb 1900; Barbone & Crighton 1994;
Hagerty et al. 2003). In this paper, as a first natural step, we analyse the case when the
chord of the membrane is infinite, 1.e. when the membrane extends from —oo to 400 in
the x-direction.

The extension of the Nemtsov model to the case where the fluid layer presents a finite
depth is our main concern. In the following we will show that even in the limit of infinite
chord length the model (2.22) demonstrates physically meaningful radiation-induced
flutter that sets in at finite values of the dimensionless flow velocity M > M,, > 0, no
matter what the values of the wavenumber « and the added mass ratio « are, in contrast to
other known models discussed, e.g. in Miles (1956) and Dowell (1966).
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3.1.1. Dispersion relation for the fluid layer of arbitrary depth

Since the motion of the fluid is two-dimensional in the (x, z)-plane and the horizontal
extension of the fluid layer is infinite in the x-direction too, we can represent the potential
of the fluid ¢ in the physical space by means of the inverse Fourier transform of the

potential QAS in the wavenumber space as

1 oo, .
¢(x,z,w) = — ok, z, w)e" " dk, 3.1
27 J_o
where « is the wavenumber and
+00
ok, 7z, w) = ¢(x,z,w)e " dx, (3.2)

under the standard assumption that both ¢ (x) and ¢ () are absolutely integrable functions,
implying they vanish at infinity.

Assuming that d,¢ is also absolutely integrable, which allows us to use twice the
property @ = iK¢A>, we find the Fourier transform of the Laplace equation (2.22a)

’p —Kk’p =0. (3.3)
The general solution to (3.3) is
Pk, 2. 0) = Ak, w) & + Bk, w) e, (3.4)

where A(kx, w) and B(k,w) are yet to be determined from the Fourier-transformed
boundary conditions.

The boundary condition (2.22c¢), expressing the impermeability of the membrane at
z = 0, takes the form

— 0,0 =1V, (3.5)

because the outward direction of the normal vector n to the surface of the membrane is
opposite to the positive z-direction, see figure 1. The Fourier transform of (3.5) reads

3.0 = —V(c, w), (3.6)

where

+00
‘A/(K, w) = / (w&(s) — Ma,E(s)) e ds

o0

= i(w — kM)E. (3.7)
Substituting (3.4) into (3.6) yields at z = 0
k(A — B) = —i(w — kM)E. (3.8)
Similarly transforming the boundary condition (2.22b) at the free surface we find
0.0 = (0 — kM)*. (3.9)
Substituting (3.4) into (3.9) yields at z = 1
k(Ae* —Be™) = (w — kM)*(Ae* + Be™). (3.10)
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Solving (3.8) and (3.10) simultaneously with respect to A and B, we obtain
—ié[(a) — kM)?> + kl(w — kM)
k[(w—kM)? —k]e* + k[(w — kM)? + k]’

iE[(w — kM)? — kK)(w — kM)
k[(w—kM)? — k] + k[(@w — kM)? + ke 2"

Ak, w) =
(3.11)

Bk, w) =

The Fourier transform of the non-homogeneous wave equation (2.22¢) for the membrane
displacement evaluated at z = O reads

(@* — KM2)E —ia(w — kM) (k, 0, w) = 0. (3.12)

Inserting expression (3.4) for d3 with the coefficients (3.11) into (3.12), discarding § n
the result and introducing new parameters, namely the phase velocity

)
o=—, (3.13)
K
and the coupling parameter
o
B =, (3.14)
K

we obtain the following dispersion equation in the case where a medium with constant
pressure is present below the membrane

(M2 — o%)[k(0c — M)* — tanh k]

p= k(o — M)2[k(oc — M) tanhk — 1]’

(3.15)

It is instructive to show another way of deriving the dispersion equatlon (3.15). For this,
we notice that (3.6) and (3.7) allow us to express é by means of 9 ¢> Using the result in

(3.12), we can obtain a boundary condition for qb(z) at z = 0. This new boundary condition
together with boundary condition (3.9) and equation (3.3) produce a closed-form boundary
value problem for the Laplace equation with the Robin boundary conditions

8Z2¢? - sz/; = Oa
3.p(w? — kK®M2) — a(w — kM)*p =0, z=0, (3.16)
3.0 — (w—KkM)*p =0, z=1.

Substituting the general solution (3.4) into the boundary conditions of the problem (3.16)
results in the system of two linear equations with respect to A and B,

k(A — B)(w? —KZMSV) —a(w—kM)*(A+ B) =0, 3.17)
K (Ae — Be™) — (w — kM)?*(Ae“ + Be™) = 0. '
This system can be written in matrix form as
) A
(@ My + oMy + My)f =0, f:=( % ). (3.18)
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where the 2 x 2 matrices involved are
oga—K otk
Ml = — ( « —K ) 9
e e
my=xuMm(® ¢
2 = 2K o o) S (3.19)

v K2(M?a + valc) K*2(M*a — valc)
T\ ke M — 1) ke (M +1) )

Computing the determinant of the matrix polynomial we arrive at the dispersion equation
D(w, k) = det(w2M1 + wM> + M3)
= —a(Mk — w)*[(Mk — w)*tanhk — k] + Kk (M2k* — 0*)[(Mk — w)* — k tanh k]
=0, (3.20)

which, with the notation 0 = w/k and B = «/«?, transforms exactly to (3.15).
For the sake of completeness we present also the dispersion relation for the system with

a vacuum below the membrane

p (M2 — 0?) [k(c — M)* — tanh ]
~ [k%(0c = M)* — 1] tanhk

(3.21)

In the shallow water approximation corresponding to the limit x — 0, the expression
(3.21) reduces to

B=(>=M)((c —M?*-1), (3.22)

which is nothing else but the shallow water dispersion relation derived by Nemtsov (1985).
In order to get the dispersion relation (3.21), one must take the pressure difference (2.7),
make it non-dimensional and use in the expression (2.17) which then reads as

926 — M207E — af = a(d, + Md,)p. (3.23)
After separation of time it reduces to the analogue of boundary condition (2.22¢),
[—w® — M23? — alé — a(—iw + Md,)¢(x,0,t) =0, (3.24)

which has the following Fourier transform
[a)2 — Kszzv + a] é — i (w — kM) dA>(/c, 0,w) =0. (3.25)

Inserting the expression (3.4) for ¢3 with the coefficients (3.11) into (3.25) results, after
familiar algebraic manipulations, in the dispersion relation (3.21).

3.1.2. Analysis of the dispersion equation
In the absence of coupling between the free surface and the membrane, i.e. for g = 0,
both the dispersion relation (3.15) and the dispersion relation (3.21) reduce to

(0* — M?)[x(0c — M)* — tanhk] = 0, (3.26)

which yields the dispersion relation of the elastic waves in the free membrane o = M?
and that of the surface gravity waves on a uniform flow: k (6 — M)* = tanh «. The latter
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FIGURE 2. Real (red, a—d) and imaginary (blue, e—h) parts of the roots of the dispersion
relation (3.15) over the Mach number M for M, = 1, x = 1 and (a,e) B =0, (b,f) B = 0.01,
(c,g) B=0.1and (d,h) B = 1.

acquires a more familiar traditional form (Maissa et al. 2016)
(w — kFr)* = i tanh k (3.27)

after taking into account that 0 = w/k and that M, as defined in (2.16a,b), can also be
interpreted as the Froude number, Fr.
The roots of the decoupled dispersion equation (3.26) are real

tanh
oF = +M,, oFf=M=+ £

(3.284,b)
K

If we consider the roots (3.28a,b) as functions of the fluid Mach number, M, we find
that 0" are two horizontal straight lines and o are two straight lines with the slope equal
to 1, see figure 2(a). One can see that at B = 0 the root branches intersect at four points
forming the double roots oy = M,, at

tanh «

ME =M, + (3.29)

K

and the double roots —o at —M;’. The relation M,, = M; — /(tanhk)/k = 0, = o] =
oy following from (3.29) and (3.28a,b) is the condition of ‘phase synchronism’ for the case
of an arbitrary height of the fluid layer that extends the corresponding result obtained in
Nemtsov (1985) in the shallow water limit, k — 0.

With the increase in B the roots +oy situated at M = £M,; split into simple real ones
and this split is accompanied by unfolding of the crossings into avoided crossings, figure 2.

Quite in contrast, the roots +oy situated at M = M split into complex-conjugate pairs
that form bubbles of instability at moderate values of B that open up with the increase in
B to develop disconnected complex branches, as is seen in figure 2(d,h).
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Let us re-write the dispersion relation (3.15) as follows
D(o, M, B) := Bx(o —M)* [k(c — M)*tanhk — 1]
— (M — 0”)[k(c —M)* — tanhk | = 0. (3.30)

Then, we can apply to it the perturbation theory derived in appendix A.
Consider the double root oy at M = My and B = By = 0. Adapt the approximate
equation (A 18) to our model

1
Ao (0;,DAM + 32,DAB) + E[ale(AM)Z + 20y, DAMAB + 9;D(AB)’]

1
+ 5ajD(Aa)2 + duDAM + dsDAB = 0, (3.31)

where Ao = o — 09, AM = M — M and AB = B. Calculating the partial derivatives at
o =09, M =M ,and B = By = 0, we find

5 tanh « ) tanh «
82D = —8M, i . 92,D = 4M,k ,
K K
tanh o (3.32)
03D =0, 0%,D=—03%,D = 2c(2(tanhx)* — 1) <, ®¥Dp=0,
K
duD =0, 93D = (tanhk)? — tanhk.

With the derivatives (3.32) the approximation (3.31) to the dispersion equation (3.30) near
the crossing takes the form

=y — YA (3.33)

tanh tanh x (tanh)? — 1
(c—M,)|oc—M+

K

For any B > 0 the crossing of the real roots o at M = M unfolds into two hyperbolic
branches of the real roots

2
[tanhk [1 — (tanhk)?] 1 tanh
ﬂ =—\M - Mw -
K aM,, 4 K

2

M,+M 1 [tanhk

— | Reo — —2 + 5 , Imo =0, (3.34a,b)
K

that are connected to the ‘bubble’ of complex eigenvalues with the real parts Reo =
1 . . . . .

;M + M, — /(tanhk)/k) and with the imaginary parts that form an ellipse in the
(M, Im o )-plane

2
, 1 tanh tanhk [1 — (tanh«)?]
(moy + o (M=, = [Z25 ) =gy =2 o (3.35)

see figure 3. Equating to zero the discriminant of the quadratic in o in equation (3.33), we
arrive at the following quadratic approximation to the neutral stability curve at the crossing
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FIGURE 3. Real and imaginary parts of the roots of the dispersion relation for M,, = 1, k = 1
and B = 0.1: (red) (3.15) and (blue, dashed) their approximations by (3.33) and (3.37) near the

crossing points that existat 8 = 0, M = M(jf, o = oy. Notice an avoided crossing above the line
Re(o) = M and the bubble of instability below this line.

point M = My

o (M — M, — /(tanhk)/x)’
= " (1 = (tanhk)?)+/(tanh k) /x

The bubble of instability (3.35) corresponds to the inner points of the instability domain
bounded by (3.36).

Using the same methodology to approximate the avoided crossing close to M = M,
o = o0y and B = B, by (3.31), we obtain

tanh tanhk (tanhx)? — 1
o —M)|o—M-— — 8 . (3.37)
K K 4M w

Separating real and imaginary parts of o in (3.37) similarly to how it has been done in the
previous case, one can see that the bubble of instability does not originate for § > 0 in the
unfolding of the crossing at M = M, , see figure 3.

In figure 4 we show that the exact neutral stability boundaries obtained from equating
the discriminant of the fourth-order polynomial (3.30) in o to zero and their approximation
(3.36) calculated at the crossing point at M = M, are in a very good agreement.

It is instructive to change the point of view and to look at the critical values of parameters
as functions of the Mach number M,, of elastic waves in the membrane. In figure 5 we
present stability maps of the dispersion equation (3.30) given by its discriminant in the
(M,,, B)-plane for the fixed value of M = M, = 2 and increasing values of x. We see
that for all « the instability is possible only in the interval |M,,| < M, = 2, which agrees

(3.36)
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FIGURE 4. Stability maps of the dispersion equation (3.30) given by its discriminant for
(ayMy, =1landk =1, b)M, =1and B =0.1,(¢c) M,, =1 and M = 1.6 and (d) B = 0.5 and
k = 1. The regions of real phase speed o are shown in white (stability) and those of the complex

o (temporal instability) in blue. The red dotted curve is the approximation (3.36). Notice the
absence of instabilities for M,, > M in panel (d).

with figure 4. For g = 0, the instability domain touches the M, -axis at the points M,, =
M, — /(tanhk)/k and M, = —M, + /(tanhk)/k. In the limit « — 0, the touching
occursat M, =My —1=1and M, = —My+1=—1.

A qualitative change happens when « > k, where k, > 0 is uniquely determined by
M, > 0 from the equation

1
Ko tanh Ko = E (338)

0
For instance, My = 2 yields o ~ 0.5218134478. At k = ko a new, isolated, domain of
instability originates that touches the M, -axis at 8 = 0 and grows when « 1is further
increased, figure 5. At some value of x the two domains touch each other and then
form a unified domain. At k — oo the central part of the unified domain dominates
over its side parts corresponding to the instability found by Nemtsov in the shallow water
approximation when x — 0 and the coupling g is weak, figure 5.

To understand the origin of the new instability, we plot the real and imaginary values
of o as functions of M,, in figure 6 for a given M = M, = 2. The central panel of figure 6
corresponding to f = 0 and « = k shows four straight lines intersecting at five points,
including the origin. The upper horizontal line corresponds to the fast surface gravity wave
with o0 = M, + /(tanh k() /k¢ =~ 3, whereas the lower horizontal line to the slow surface
gravity wave (Nemtsov 1985) with 0 = M, — +/(tanhky)/ky & 1. The two inclined lines
correspond to the forward and backward elastic waves in the membrane with o = +M,,.
When B and « depart respectively from zero and «, all the five crossings unfold either into
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(a) 4
3|

FIGURE 5. Stability maps of the dispersion equation (3.30) given by its discriminant for
M =My =2and: (a) k =0.5,(b) k =0.55,(c) k =0.58, (d) k =0.8,(e) xk = 1.5, (f) k = 3.
The regions of real phase speed o are shown in white (stability) and those of the complex o
(temporal instability) in blue. The black dotted curve is the approximation (3.36) and the solid
red ellipse is the conical approximation (3.43). When k — oo, the central part of the instability
domain approximated by (3.43) dominates over the side parts of the domain. Notice the absence
of instabilities for M,, > M.

avoided crossings (as elastic and fast surface gravity waves) or into bubbles of instability
(as elastic and slow surface gravity waves) resulting in the high-frequency flutter due to
radiation of long surface gravity waves. For 8 > 0O the crossing at the origin transforms
into an avoided crossing at k < k or into the bubble of instability at k > &, which yields
low-frequency flutter at short wavelengths «.

Figure 7(a) allows us to track the evolution of the flutter domains as « varies from zero
to infinity at My = 2 and B = 0.03. Nemtsov’s radiation-induced flutter domain is the
widest in the shallow water limit and evolves along the curves (shown as black solid lines
in figure 7b)

tanh «

(Mo £M,)* = — (3.39)

to which the Nemtsov domains degenerate at 8 = (. Note that the Nemtsov flutter domain
is perfectly approximated by formula (3.36) obtained from the unfolding of the eigenvalue
crossing corresponding to the slow surface gravity wave and the elastic wave (dotted lines
in figure 7a).

To understand the central instability domain shown in figure 7(a) for a given B we plot
it in the (M,,, k, B)-space in figure 7(b), given M = M,. One can see that the domain is
symmetric with respect to the plane M,, = 0 and has a pronounced conical singularity
at k = ko determined by (3.38) when f = 0 and M,, = 0. Equation (3.38) follows from
the discriminant of the dispersion equation (3.30) at 8 = 0 and M,, = 0. The conical
singularity of the stability boundary therefore exactly corresponds to the crossing of the
eigenvalue curves at the origin in figure 6(b). Usually, the conical singularity of the
stability boundary is associated with a double semi-simple eigenvalue with two linearly
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FIGURE 6. Real (upper panels) and imaginary (lower panels) parts of the roots of the dispersion
equation (3.30) for M = My = 2 and: (a,d) p = 0.05 and k = k9 — 0.1, (b,e) B =0 and « =
ko ~ 0.5218134478, (c,f) B = 0.05 and k = ko + 0.3. Notice that the bubbles of instability
develop only for Re(o) < My = 2.

(a) 4 (b)
0.3+
3t
0.2 1
2
o B
1 0.1+
0
0 0.52 0.1
-2 053 054 95501 O '
K M,

FIGURE 7. (a) Stability map of the dispersion equation (3.30) given by its discriminant for
M = My =2 and B = 0.03. The regions of real phase speed o are shown in white (stability)
and those of the complex o (temporal instability) in blue. The black dotted curves correspond
to the approximation (3.36) and the solid red line is the conical approximation (3.43). When
B = 0, the blue instability domains degenerate (central) to the ray k > ko ~ 0.5218134478 and
(sides) to the curves (3.39) shown as solid black lines. (b) Stability boundary with the conical
singularity at x = kg, B = 0 and M,, = 0, according to (blue, internal surface) the discriminant
of the dispersion equation (3.30) and (red, external surface) to the approximation of the cone
(3.43).

independent eigenvectors (Kirillov & Seyranian 2004; Guenther & Kirillov 2006; Kirillov
2009, 2010, 2013; Kirillov, Guenther & Stefani 2009).

For this reason, we apply the perturbation theory of double eigenvalues presented
in appendix A to the double zero eigenvalue o = oy =0 at the crossing shown in
figure 6(b) and corresponding to the values of parameters 8 = o = 0, k = k9, M = M,
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M, =M, o = 0. A natural extension of the approximation formula (A 18) to the case of
four parameters g, «, M,, and M yields

1
(A0)2§8§D + Ao (8;,DAB + 3. DAk + 3. ,DAM + 92, DAM,,) + 85 DABAK

1
+5 [0:D(AB)? + 8;D(AK)? + 85, D(AM)* + 3y, D(AM,,)*] + 93, DAM Ak

+ 8% DAM, Ak + 82, DABAM + 32, DABAM,, + 82, DAM, AM
+ 8sDAB + 3. DAk + 9yDAM + 8y, DAM,, = 0. (3.40)

Computing the corresponding partial derivatives of the left part of the dispersion
equation (3.30), and evaluating them at 8 = By =0, xk = kg, M = My, M,, =M, =0,
where M|, and « are related by (3.38), we find that the only non-zero derivatives are

02D = —9%, D = 2k,Mj — LZ 35D = —07,D = 2x0M,
oM (3.41)

835D = Mygk; + M3 — 1.
Taking this into account in (3.40), we find a simple approximation describing the unfolding
of the double zero eigenvalue
(Mgky — D) (0® — M) — 2k;Myo B + kMg (Myr; + Mg — 1) (k — ko) B
+ 2K;My (M — My)B = 0. (3.42)
Let us further assume that M = M, is fixed. Then the last term in (3.42) vanishes, and

the discriminant of the resulting quadratic polynomial in o produces the equation of a
cone with the apex at k = k9, M,, =0and g =0

Micy B> — Miico(Myiy + My — D) (Mgky — 1)k — ko) B+ M2 (Mgig — 1)> = 0. (3.43)

The cone (3.43) is shown in red in figure 7(b). With 8 = 0.03, M, = 2 and k, computed by
means of (3.38), the approximation (3.43) fits the boundary of the exact instability domain
with remarkable precision, as is evident in figure 7(a).

It is easy to see that in the plane M,, = 0 the cone (3.43) defines the two lines

(MG — DMK+ MZ — 1)
N Mgk

B

(k — ko), B =0, (3.44)

that approximate the instability domain near « = k, see figure 8(b). As soon as M,
deviates from zero, the cone (3.43) again provides a very good fit to the actual stability
boundary, figure 8(c). In the plane

(Mg — (Mg + MG — 1)
B 2Mx;

B (K — ko), (3.45)

the cross-section of the cone (3.43) is described by the two lines

2KOM()
Mgkg +M; — 1’

K =kyxtM, (3.46)

that constitute a linear approximation to the stability boundary shown in figure 8(a).
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FIGURE 8. For M = My =2 (a) cross-section of the instability domain with the conical
singularity shown in figure 7(b) in the plane (3.45). The regions of real phase speed o are
shown in white (stability) and those of the complex o (temporal instability) in blue. The red
lines crossing at the apex of the cone at k = ko ~ 0.5218134478 are linear approximations given
by (3.46). (b) Cross-section in the plane M,, = 0 of the instability domain and (red line) its
linear approximation (3.44) at the conical point k = k. The black dotted line is given by (3.45).
(c) Similar cross-section in the plane M,, = 0.1 where the red curve is the approximation (3.43).

3.1.3. Wave energy of the Nemtsov system for membrane of infinite chord length
Let us use physical considerations to derive the expression for the averaged over the
wave period energy of the Nemtsov system with the membrane of infinite chord length, by
combining the approaches of the works by Maissa et al. (2016) and Schulkes et al. (1987).
In the linear wave theory, the energy is a function of the squared wave amplitude (Maissa
et al. 2016). Therefore, the total energy per surface area of the membrane resulting both
from the wave velocity of the structure and the elastic energy due to its tension is

En =K+ Py = %(Re[aré(x, DD + %va(Re[axé(x, D%, (3.47)

where Re stands for the real part of the vibration amplitude that is complex valued because
of the assumed plane wave solution

[$(x,z,T), n(x, ), &(x, T)] ~ [$(2), 7}, E]e' €. (3.48)

Recall that qAS(z) is determined by the expression (3.4) with the coefficients (3.11) and 7, é
are, respectively, displacement amplitudes of the free surface and the membrane.

The energy of the fluid depends on whether we assume a vacuum below the membrane
(Nemtsov 1985) or a quiescent medium of the same density as the fluid above the
membrane and with a pressure equal to the pressure of the unperturbed fluid (Vedeneev
2004, 2016). The gravitational potential energy of the free surface is the only term
contributing to the total potential energy of the fluid in the latter context. Therefore,

1
Py = sa(Reln(x, D> (3.49)

The kinetic energy of the flow per unit area is determined by the velocity field u =
V¢ + Me,, where u = v/./gH, that needs to be directly integrated within the limits given
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by the surface of the membrane and the free surface of the fluid,

1 Ren 1 Ren
VR f IRe()|I* dz = S / [(Re[V@])* + 2MRe[0,¢] + M*] dz
R

e& Re&

1 Ren 2 2
= 5o [ [Relag)? + (Relag)?] az
Reé&
Ren

+aM [Re[8x¢] + Aﬂ dz. (3.50)

Re&

From assumption (3.48) and the explicit form of the complex amplitude ¢(2) determined
by (3.4) with the coefficients (3.11), it follows that

Re[d,¢] = ikp(z) cos (kx — wt), Re[d,¢] = 1.4 (2) sin (kx — wT), s
Re& = £ cos (kx —wt), Ren=17cos(kx — wr). .
Taking into account the expressions (3.51) in (3.50), we find
Ren Ren
f (Re[3,¢])* dz = —k? cos® (kx — wT) #(z)* dz. (3.52)
Reé& Reé

Similarly, with the help of integration by parts, the Laplace equation (3.3), and
expressions (3.51), we obtain

Re Re
f "(Re[0.1)” dz = — sin’ (kx — ) {[qﬁazqz?JEZZ - f né(afé) dz}
Reé& Re&

. . Ren .
= —sin® (kx — @7) :[qbazqs]ﬁzg — K? ¢(z)2dz} . (3.53)

Reé&

Finally, following Maissa et al. (2016), we evaluate the last integral term in (3.50) with
the help of the Lagrange mean value theorem, which is justified by the assumption that
n and & are infinitesimally small perturbations of the surface boundaries 052, and 9£2;.
Performing this procedure, and then taking into account expressions (3.51), we obtain

Ren M
/ [Re[axdﬂ + —] dz
Re& 2
Ren

0 1 Ren 1
= f Re[d,¢]dz + / Re[d,¢]dz + f Relogldz+5 [ Mdz
IN 0 1

e& Reé&

1
M
= Re nRe[d ¢]|.—1 — Re&Re[d ¢p][.—0 + / Re[d,¢]dz + —Re(n — §)
0

1

= ik[Hp(1) — EP(0)] cos® (kx — wT) + [i/c/ b(z)dz + %(ﬁ — é)] cos (kx — wT).
0

(3.54)

Note that the right-hand sides in the expressions (3.52)—(3.54) are T-periodic functions of
time, where T = 27t /w. Averaging these expressions over the wave period T according to
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the rule
1 T
(f(m)) = T f f(r)dr, (3.55)
0

we deduce the mean kinetic energy of the fluid
1 PO , A A
(Ky) = Jel=[90:p155) + 2ikcMIip(1) — EG(0)]). (3.56)

The term </3an3 in (3.56) is evaluated with the help of the Bernoulli principle (2.11) and
the free surface kinematic condition (2.10) at 0£2,, and the wave equation (2.22¢) with the
impermeability condition (2.22¢) at £2,. This yields, respectively,

By = — . flug = LM g
SO i(w— kM)’ 6 = i(w — kM)’ (3.57)
0.Plag, = —i(w — kM)7),  0.Plag, = —i(w — kM)E.

Substituting expressions (3.57) into (3.56) we obtain the final expression for the mean
kinetic energy of the fluid

1 A N A A
(Ky) = Z{O‘ﬁz — (0" — k*M)E + 21 M[71p(1) — §p(0)]}. (3.58)

The other energies of the system, after taking into account (3.51) and time averaging
(3.55), become

1 . 1 - 1
(Pu) = ZKZMEVSZ, (Kn) = Za)zsz, (Py) = Zaﬁz. (3.59a-c)

Notice that in the absence of the background flow (M = 0) the system respects the
equipartition of energy

(Pr) + (P = (Ky) + (Kin), (3.60)

in accordance with the virial theorem (Landau & Lifschitz 1987), because the flow is
irrotational and thus derived from a fluid potential (Schulkes et al. 1987).

After summing up all the different terms given by (3.58) and (3.59a—c) we obtain the
total averaged energy

(&) = % {K2M3V§2 + af? + iakM [ﬁgﬁ(n _ §¢3(0)]} , 3.61)

thus providing an extension to the case when the velocity field contains a background flow

(M +0).

A more suitable expression for the mean total energy can be obtained by expressing the

different amplitudes of the system in (3.61) in terms of a unique one, for instance, £. From
the kinematic condition (2.10) on the free surface with the plane wave solution (3.48) and
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the coefficients (3.11), it is straightforward to express the surface amplitude 7 as

1K

[Ae" — Be_"] = Gl KM)zé
w— kM

"~ (w—KkM)?coshk — k sinhk

(3.62)

n=

Substituting (3.62) into (3.61) and using the complex amplitude qﬁ(z) recovered from the
boundary value problem (3.16), we find

£2 . 401 _ 2
(€)= S_ KZMVZV —I—a(w kM) (1 (tanh/c)z)
2 [(a) — kM)? — Kk tanh K]
LMo — M) [(w — kM)* + k] tanh k — 2k (@ — kM)*(tanh k)* (3.63)
[(a) — kM)? — k tanh lc)]2 ' .

Next, expressing the term «?M?2 by means of the dispersion relation (3.20) and
substituting the result into (3.63) yields a more compact formula for the total energy

(€)= o

o 2(w — kM) tanhk[(w — kM)* + k* — 2k (w — kM)* tanh k]| »,
1 20 4+ — g,

K [(w — kM)? — ik tanh ]?
(3.64)
Notice that the term in the braces in (3.64) is nothing else but the partial derivative
0D /0w of the dispersion relation (3.20) written in the following equivalent form

o (0 — kM)?*[(w — kM)?tanhk — k] B

D(@, k) = Dp(@, ) + — Dy (w, k)

0, (3.65)

where D,, = w* — k?M? and D; = [(w — kM)* — k tanhk] stand for the dispersion
relation of, respectively, the free membrane and the free surface flow with a rigid boundary
at the bottom. This proves that our total energy per unit area, averaged over the wave
period, possesses the following simple representation in terms of the dispersion relation

(E) = —w—&°. (3.66)

The representation (3.66) can be found, e.g. in Cairns (1979), and can be derived
in the frame of the general Lagrangian variational approach (Ostrovskii, Rybak &
Tsimring 1986; Whitham 1999), see also the recent work by Fukumoto, Hirota &
Mie (2014) for historical notes and application to stability of vortices. Notice that
according to (3.66) the energy vanishes at the points where w = 0 or dD/dw = 0, the
latter condition corresponding to the existence of multiple roots of the dispersion relation.
Correspondingly, the ratio (£)/w, which is the averaged wave action (A) (Whitham 1999;
Zhang et al. 2016), vanishes only at the locations of the multiple eigenvalues, cf. figures 2
and 9. In the latter figure as well as in figure 10 we show several computations of the
averaged wave energy and wave action over the fluid Mach number M, and, respectively,
the membrane Mach number M,,, where w is calculated with the use of the dispersion
relation (3.20).
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FIGURE 9. The averaged wave energy (a—d) (£) given by the expression (3.64) and the action

(e=h) (A) = (£)/w over the Mach number M evaluated for M,, = 1, k =1, é = 0.01 and:
(a,e) a =0.1, (b,f) « =0.5, (c,g) « =1 and (d,h) a = 5. Positive (respectively negative)
energy/action is represented in red (respectively green).

(©)

FIGURE 10. The averaged wave energy (upper panels) (£) given by the expression (3.64) and
the action (lower panels) (A) = (£)/w over the Mach number M,, for é =0.01,M =M, =2,
and (a,d) B =0.05 and Kk =g — 0.1, (be) B =103 and «x = ko ~ 0.5218134478, (c,f)
B =0.05and x = kg + 0.3.

4. Discussion

Comparing the eigenvalue plots of figures 2 and 6 with the averaged wave energy and
wave action of each branch that are shown in figures 9 and 10, respectively, we notice that
flutter instability is necessarily accompanied with the interaction of waves of opposite sign
of energy/action. In contrast to the action, the energy changes sign also at the points where
the phase velocity o changes sign, quite in accordance with (3.66).

Looking now at the roots (3.28a,b) of the decoupled dispersion equation (3.26), we

conclude that the elastic waves o, = £M,, propagating in the membrane always have
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positive energy whereas among the surface gravity waves o; = M £ /(tanh )/« it is
the energy of the slow wave o, that becomes negative for M > 0 as soon as M >
J/(tanh «) /kc. Therefore at the crossing (3.29) corresponding to My = M,, + +/(tanh )/«
the positive energy/action elastic wave meets the slow surface gravity wave that carries
negative energy/action (Nemtsov 1985).

With B increasing from zero, the crossing unfolds causing the eigenvalue branches to
merge on the interval bounded by the points where d,D = 0. At these exceptional points
(Kirillov 2013) both the energy and the action change sign, see figures 9 and 10. On the
interval the roots are complex and form the bubble of instability, see figures 2 and 6.

Since the fast surface gravity wave carries positive energy, one needs to add energy to
the flow in order to excite this wave on the flow. In contrast, in order for the slow surface
gravity wave carrying negative energy to build up on the flow, the energy must be extracted
from the flow (Nezlin 1976) via some mechanism for dissipation of its energy. In the
Nemtsov problem, such a mechanism is the energy transfer from the slow surface gravity
wave to an elastic wave associated with the membrane, which is a stationary medium and
therefore has positive energy (Nezlin 1976). One can say that this transferred energy yields
flutter of the membrane due to emission of the slow surface gravity wave carrying negative
energy.

In figures 2 and 6 as well as in figures 9 and 10 we observe that the flutter instability of
the membrane occurs only if the velocity of the flow is higher than the phase velocity
of the oscillations on the surface of the flow, o < M, i.e. the flow moves faster than
the waves it can excite (Nezlin 1976; Nemtsov & Eidman 1987). The condition v = Mk
or 0 = M is known as the Cerenkov condition for emission of radiation by a moving
source (Ginzburg & Frank 1947; Nezlin 1976; Ginzburg 1996; Bekenstein & Schiffer
1998; Carusotto & Rousseaux 2013). Substituted into a dispersion relation, the Cerenkov
condition transforms the former into an expression defining a surface in the space of
wavenumbers that determines the wake pattern behind the source (Schulkes et al. 1987;
Carusotto & Rousseaux 2013). For the supercritical velocities M > o the surface in
the space of wavenumbers develops a conical singularity known as the Cerenkov cone
(Nemtsov 1985; Carusotto & Rousseaux 2013) with the angular aperture

2 arccos (1%1) . 4.1)

The anomalous Doppler effect (ADE) is the change in the sign of the field frequency
radiated into the Cerenkov cone as compared with the field radiated outside this cone
(Nezlin 1976; Gaponov-Grekhov et al. 1983; Nemtsov 1985; Abramovich et al. 1986;
Carusotto & Rousseaux 2013). It is exactly the slow surface gravity wave that satisfies
this condition

tanh «

o, —M=— < 0. 4.2)

K

Hence, for the one-dimensional or, more precisely, plane two-dimensional waves, both
the negative energy waves and the ADE correspond simply to waves with phase velocity
lower than the flow velocity and wave vector pointing in the same direction as the flow
(Nemtsov 1985; Ostrovskii et al. 1986). In our case, the radiated slow gravity wave
increases the energy of oscillations of the membrane at the expense of the energy of the
flow that supports this wave.

Finally, we plot the dispersion curves w (k) in figure 11, which show that the slow surface
gravity wave branch and the membrane branch interact under the line Re(w) = «M, if
k > 0. Substituting the Cerenkov condition in the dispersion relation (3.20) we reduce
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FIGURE 11. Dispersion curves ((red) real and (blue) imaginary parts of the roots w of the
dispersion relation (3.20)) for M = 2, o =~ 0.0036725648 and (a,d) M,, = 0, (b,e) M,, = 0.09,
(c,f) M,, =0.0967, (g,j) M,, =0.1, (h,k) M,, =0.5, (i,[) M,, = 1. Vertical dashed lines in
the panels (a,d) correspond to k = kg ~ 0.5218134478 and mark the onset of instability
corresponding to the central instability zone in figure 7(a) and the conical instability zone in
figure 7(b).

it to (M2 — M?) tanh k = 0, thus providing a rationale for the absence of instabilities for
M? > M? that is evident in all our stability diagrams.

5. Conclusion

Through the revival of a classical hydrodynamical model performed in this work, we
have been able to extend the stability analysis and to enhance knowledge of the underlying
physics by making connections with the fundamental concepts such as negative energy
waves and the ADE, supported by advanced mathematical tools.
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Our continuation of Nemtsov’s investigation of the radiation-induced flutter of a
membrane in a uniform flow with the new derivation of the dispersion relation for a fluid
layer of arbitrary depth and membrane of infinite chord length has led to a significant
improvement in the computation of stability diagrams without any limitation on the range
of the system parameters.

An exhaustive stability analysis has been performed using the original perturbation
theory of multiple roots of the dispersion relation to compare with the exact stability
domains, and both computations are proven to be in excellent agreement. More precisely,
the crossings and avoided crossings of the dispersion curves are very well approximated by
the simplified expressions for the phase speed of the membrane and fluid modes derived
with the perturbation approach.

After computing the discriminant of the full dispersion relation, we have identified a new
instability domain arising from a conical singularity in the parameter space that was not
present in the early study of Nemtsov. This new domain is associated with a low-frequency
flutter for short wavelengths and corresponds to the case when the velocity of propagation
of elastic waves in the membrane is much smaller than the velocity of the flow.

Moreover, following the procedures used in previous studies on simplified
hydrodynamical systems to calculate the averaged wave energy and after developing the
method further to take into account the coupling between the free surface of the flow
and the elastic membrane on the bottom, we have obtained an elegant and applicable
expression for the total averaged energy. We have verified that, in the absence of the
background flow, the system respects the equipartition of energy in accordance with the
virial theorem, thus confirming that the existence of the negative energy waves can only
be possible when the fluid is in motion.

We have shown that the formula for the total averaged energy recovered in our work by
means of the direct integration of different physical fields is expressed via the derivative
of the dispersion relation with respect to the frequency of oscillations and reduces exactly
to the form described by Cairns (1979).

The ADE is a direct consequence of the relative motion of an oscillator in a medium
and more precisely, it occurs when the internal energy of the system increases due to the
emission of negative energy waves (NEW). In our context, while the system is composed
of a fluid layer and a membrane, such a phenomenon has been proved by Nemtsov to exist
only when the conditions of phase synchronism and NEW emission are satisfied. The
criterion for the phase synchronism in the system is easily identified in the computations
of the dispersion curves as the crossings of the different branches that lead to the onset
of positive growth rate and therefore to temporal instability. The latter phenomenon is a
natural consequence of the highly excited state of energy that the system transits to due to
the dominance of NEW over the waves carrying positive energy. Indeed, NEW emission is
known as a process that increases the total energy of an oscillatory system while radiating
energy away from the oscillator and, only when this gain in internal energy exceeds the
losses from the contribution of positive energy modes, the total energy of the system starts
growing in amplitude. Hence, it requires to have waves carrying energy of opposite signs
that interact for the instability to develop.

Our expressions for the action and energy of the Nemtsov system demonstrated as
expected the collision of waves carrying positive and negative energy as the onset for the
radiative instability and the flutter of the membrane. Such a phenomenon is well known in
the community of dynamical systems, but in this context, it is associated with the emission
of NEW in the region of ADE. Hence, in addition to improving the stability analysis of the
Nemtsov system and computing the averaged wave energy, our study provides a further,
more detailed, examination of the ADE in hydrodynamics. Despite our problem being
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restricted to the study of planar waves, with the latter being emitted only in the horizontal
direction, it is still sufficient for exploring the connection between the ADE and flutter
theory.

An extension of this work to the case of a membrane with a chord of finite size, as
described by the system of (2.22), is a promising necessary next step requiring asymptotic
methods for the global stability analysis and numerical computations that we leave for
future work.
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Appendix A. Sensitivity analysis of dispersion equations

In contrast to other works on frequency coalescence, e.g. Triantafyllou & Triantafyllou
(1991), we adapt a more systematic multiparameter sensitivity analysis that can be found,
e.g. in Kirillov & Seyranian (2002), Kirillov & Seyranian (2004), Kirillov (2007a),
Kirillov (2007b), Kirillov (2009), Kirillov et al. (2009), Kirillov (2010) and Kirillov
(2013).

Let us consider the dispersion equation

D(w,p.q) =0, (A1)

where D is a smooth function of scalar arguments w, p and g. Assume that D(w) is a
polynomial of degree n in w.

A.l. Sensitivity of simple roots
Let at p = py and g = go (A 1) have a simple root w, such that

DO = D(wOapanO) :O’ (A2)

where we use the symbol := to indicate a definition.
Following Kirillov & Seyranian (2002), Kirillov & Seyranian (2004), Kirillov (2007a),
Kirillov (2007b), Kirillov (2010) and Kirillov (2013), we assume that p = p(¢) and g =

q(e). For |¢| sufficiently small we can represent these functions as Taylor series

dp &2d?
p(e) =po+ eL 4 220 + o(e?),
de 2 de?
(A3)
© =gt e 1 28T
g) = e— + —— 4+ o0(¢’),
g o de 2 de?

with the derivatives evaluated at ¢ = 0, and p, := p(0) and g, := ¢(0). Then, w = w(e) is
also a root of (A 1), i.e. it satisfies the equation

D, := D(w(¢), p(e), q(e)) = 0. (A4)
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Differentiating (A 4), we find

d dw dp dg
D, =9,D— + 9,D— + 9,D—

— » =0, (AS)
de de de de

where the partial derivatives are evaluated at w = wy, ¢ = qo, p = po.

Denoting Aw = e(dw/de) ~ w — wy, Aq = €(dg/de) ~ g — qo and Ap = ¢(dp/de) =~
P — po, we find the expression for the increment of the simple root w, of (A 1) when the
parameters depart from the values gy and pg

Aw = 8DA 8DA + o(|Apl, |Aql). (A6)
W = 8Dp8Dq0p q

A.2. Double root of the dispersion relation: generic case

Let at p = py and g = ¢, the dispersion equation (A 1) have a double root w,, which
implies
Dy =0,
(A7)
9D := 3,D(wo, po, qo) = 0.

Assume that the perturbation of the parameters (A 3) causes splitting of the double root wy
which generically is described by the Newton—Puiseux series (Kirillov & Seyranian 2002,
2004; Kirillov 2007a,b, 2010, 2013)

w(€) = wy + w187 + w6 + 038" + wae® + 0(e?). (A8)

Expanding D, as

(w(&) — wp)’

D, = ' (3D + €3, Dy + £°0,,D, + 0(£?)), (A9)
S!
s=0
where
dp dg
D1 = ade— —+ ang, e
D, Ly pdP L pLa 1 %P Loz piPde 82Dd2q v
2T T2 T g2 T o \ P e P dede | 1 de?

substituting expansion (A 8) into (A 9) and collecting the coefficients at the same powers
of ¢, we find

Dy =0,

Cl)lawD() = 0, (A 11)

1
Dl + w%iail) + Cl)zaa)D() =0.

Looking for the coefficient w; # 0, we see that the first two equations of (A 11) are satisfied
in view of the fact that wy is a double root of the dispersion equation (A 1). Taking this
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into account, the last of (A 11) yields the expression for the coefficient w; in the expansion
(A8)

2 1., -
w; = —D, anD , (A12)
where all the partial derivatives are calculated at p = py, ¢ = g9, ® = wy.

Therefore, if D; #0, the double root w, splits under variation of parameters (A 3)
according to the formula

1 -1
w=wy=x | —eD (583)1)) + 0(|8|1/2)_ (A 13)

In terms of the increments of the parameters, we can re-write (A 13) as

1 —1
Aw = :I:\/—(BPDAp + 9,DAq) (583)D) + o(|Ap|'?, |Ag]'?). (A 14)

A.3. Double root of the dispersion relation: degenerate case

The case D; = 0 is degenerate, because the leading term in (A 13) of order £'/? vanishes
and the expansion (A8) is no longer valid, see e.g. Kirillov & Seyranian (2004).
Substituting expansion (A 13) with w; = 0 into (A 9) and collecting coefficients of the
same powers of &, we obtain

D1 + CUQBwD() = 0,

a)38a,D0 = O, (A 15)

1
Dz + w%iaaz)D + a)zale + w48wD0 =0.
Taking into account that d,Dy = 0 since w, is the double root and that D; = 0 due to

our assumption, we conclude that the first two of (A 15) hold automatically. The third one
simplifies as follows:

1
w%EBZD + w,0,D, + D, =0, (A 16)

where all the derivatives are calculated at = w, p = po and g = qq.
Therefore, the degeneracy, D; = 0, implies that the double root w, splits according to
the formula

w = wy + we + o(e), (A17)

where the coefficient w, is a root of the polynomial (A 16).
In combination with (A 10) and (A 17) the polynomial (A 16) transforms into

2 1 2 2 2 1 2 2 2 2 2
(Aw) 5awD + Aw(9;,DAp + 9;,DAg) + 3 [9°D(Ap)® + 20, DApAg + 9.D(Ag)’]
+ 9,DAp + 9,DAq = 0. (A 18)

Extension to the case of more than two parameters is straightforward, see e.g. Kirillov
& Seyranian (2002), Kirillov & Seyranian (2004), Kirillov (2007a), Kirillov (2007b),
Kirillov (2009), Kirillov et al. (2009), Kirillov (2010) and Kirillov (2013).
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Chapter 5

Radiative instability of a finite
Nemtsov membrane

“A Cat may look at a King, and a
swaynes eye hath as high a reach as a
Lords looke.”

Robert Greene, Never too Late

In contrast with Chapter 4 where a membrane with infinite extension in
the direction of the flow has been analyzed (Labarbe and Kirillov, 2020), we
investigate hereafter the case of the finite chord length. Although Nemtsov
himself already considered this particular system, he did not provide many
details on the calculations nor on the interpretation of his results and re-
stricted his analysis to the limit of shallow water (Nemtsov, 1985). For that
reason, we decided to investigate further from his original ideas by first, pro-
viding an exhaustive derivation and comprehension of the shallow water ap-
proximation and then, extending this study to the general settings of a finite
membrane submerged in a finite depth layer. However, as shown in detail
below, this general treatment is highly challenging to solve due to its inher-
ent mathematical structure and requires thus to develop new analytical and
numerical methods.

The main idea in reviving Nemtsov problem for us was to provide a
paradigmatic example of the classical Lamb oscillator problem and its con-
nection to the notion of damping due to radiation (Lamb, 1900), but for the
understanding of radiation-induced instabilities (Hagerty, Bloch, and Wein-
stein, 2003). It has indeed been proven that a dynamical system coupled with
a radiator, described thus through a wave-like equation, can exhibit instabil-
ity in the form of oscillatory motions, or flutter once the gyroscopic stabiliza-
tion of such system is destroyed (Bloch et al., 2004). In that sense, Nemtsov
membrane provides an excellent model for the understanding of this phe-
nomenon, as it includes an elastic structure with infinitely many modes of
vibrations that is coupled with a free surface flow continuum, propagating
thus dispersive surface gravity waves.

In addition to the previous interpretation, an interesting feature of this
classical problem relates to the notion of anomalous Doppler effect, a well-
known phenomenon in plasma physics that corresponds to a radiation of
energy inside the Cherenkov cone (Ginzburg and Frank, 1947; Tamm, 1960).
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Originally, this famous effect has been observed and examined in the con-
text of relativistic charged particles travelling with a superluminal motion
through a dielectric non-dispersive medium (Ginzburg and Frank, 1947). The
electromagnetic radiation resulting from this motion describes a universal
mechanism of emission of negative energy waves (Nezlin, 1976; Abramovich,
Mareev, and Nemtsov, 1986; Gaponov-Grekhov, Dolina, and Ostrovskii, 1983),
in the sense that kinetic energy of the source supplies both the kinetic energy
of the particle and the increase in the internal energy of the source (Ginzburg,
1996; Shi et al., 2018). We therefore interpret the case where the motion of the
fluid particles in Nemtsov system exceeds the speed of propagation of waves
along the membrane, as an illustration of this fundamental phenomenon.
Moreover, we use this argument to predict the location of instability domains
in the parameter space associated with both elastic waves and flow velocities
(Metrikin, 1994).

The difficulty in considering the finite size of the Nemtsov membrane is
due to the use of inverse Fourier transform to recover the velocity poten-
tial of the flow from the original boundary value problem (Nemtsov, 1985;
Labarbe and Kirillov, 2020). Consequently, this potential is expressed as an
improper integral that is highly nonlinear in the eigenfrequency considered.
We present the derivation of an integro-differential equation following from
this analysis and apply the same treatment as Nemtsov to solve it in the shal-
low water limit, namely by applying the Laplace transform on the equation
(Nemtsov, 1985). In the shallow water approximation, the improper integral
simplifies and analytic expressions can be obtained. Surprisingly, we obtain
the dispersion relation governing the stability of the finite system in terms
of the dispersion relation of the membrane with infinite extension. From the
application of perturbation theory on this expression (Kirillov, 2021), we re-
cover explicit forms of growth rate and frequency with respect to the added
mass ratio parameter and residue calculus. It is interesting to notice the pres-
ence of intertwining instability pockets in the plane of flow velocity versus
the speed of propagation of elastic waves reminding a similar characteris-
tic inherent to the stability maps of some forms of the Hill equation (Broer
and Levi, 1995). To compare with a recent work on the splitting of the do-
main inside the Cherenkov cone into two distinct sub-domains, correspond-
ing respectively to the superlight (superluminal) normal and inverse Doppler
effect (Shi et al., 2018), we derive an integral expression for the surface dis-
placement of the flow. This expression allows us to explore the fluid dynamic
analogue of this new phenomenon and to establish a global criterion for the
predominance of one of the domains inside the Cherenkov cone, from a nat-
ural argument of ‘phase synchronism’ (Nemtsov, 1985; Metrikin, 1994).

To complete our analysis in the more global but challenging configura-
tion of Nemtsov system, we assume the fluid layer to possess a finite depth,
along with the argument of finite chord length for the membrane. This con-
figuration has not been considered by Nemtsov because of its complexity,
mainly due to the non-polynomial and nonlinear character of the bound-
ary eigenvalue problem. Although non-polynomial eigenvalue problems
arise frequently in problems of fluid-structure interactions (Cho and Kim,
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1998; Alben, 2008; Shelley and Zhang, 2011), they are notoriously hard to
solve even numerically (Magri, 2019). We therefore present an original ap-
proach developed for this purpose, combining a Galerkin decomposition of
the eigenfunctions (Vedeneev, 2012; Mougel and Michelin, 2020), a complex
analysis of the locations of the poles in the integrand of the improper integral
(Bindel and Hood, 2015) and a numerical application of Cauchy residue the-
orem to solve the algebraic nonlinear eigenvalue problem. Applying finally a
Newton-like method on the matrix eigenvalue pencil (Mehrmann and Voss,
2004; Giittel and Tisseur, 2017; Magri, 2019), we recover with great accu-
racy the eigenfrequencies of the finite system in the limit of small coupling
parameter (Mensah, Orchini, and Moeck, 2020). From the interpretation of
these unprecedented results, we observe an asymptotic convergence of the
finite depth solution with the previously derived shallow water solutions in
the limit of large aspect ratio, corresponding thus to a long membrane and
a thin layer. In addition, new patterns of instability can be noticed in the
parameter spaces associated with the membrane chord length, in agreement
with the analytical predictions of shallow- and deep water approximations.
To the best of our knowledge, the procedure established along this study re-
mains original and can easily be extended to various applications involving
similar equations of motion.

This chapter is presented in the form of a draft that has been written
by O.N. Kirillov and I (Labarbe and Kirillov, 2021), submitted to the peer-
reviewed journal ‘Communications in Nonlinear Science and Numerical Simu-
lation’. As previously, the contributions of both authors are equally shared
within the entire article.
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Radiation-induced instability of a finite-chord Nemtsov membrane

Joris Labarbe, Oleg N. Kirillov
Northumbria University, Newcastle upon Tyne, NE1 85T, UK

Abstract

We consider a problem of stability of a membrane of an infinite span and a finite chord length that is
submerged in a uniform flow of finite depth with free surface. In the shallow water approximation, Nemtsov
(1985) has shown that an infinite-chord membrane is susceptible to flutter instability due to excitation of long
gravity waves on the free surface if the velocity of the flow exceeds the phase velocity of the waves and placed
this phenomenon into the general physical context of the anomalous Doppler effect. In the present work we
derive a full nonlinear eigenvalue problem for an integro-differential equation in the case of the finite-chord
Nemtsov membrane in the finite-depth flow. In the shallow- and deep water limits we develop a perturbation
theory in the small added mass ratio parameter acting as an effective dissipation parameter in the system, to
find explicit analytical expressions for the frequencies and the growth rates of the membrane modes coupled
to the surface waves. This result reveals a new intricate pattern of instability pockets in the parameter
space and allows for its analytical description. The case of an arbitrary depth flow with free surface requires
numerical solution of a new non-polynomial nonlinear eigenvalue problem. We propose an original approach
combining methods of complex analysis and residue calculus, Galerkin discretization, Newton method and
parallelization techniques implemented in MATLAB to produce high-accuracy stability diagrams within an
unprecedentedly wide range of system’s parameters. We believe that the Nemtsov membrane appears to play
the same paradigmatic role for understanding radiation-induced instabilities as the famous Lamb oscillator
coupled to a string has played for understanding radiation damping.

Keywords: radiation-induced instabilities, dissipation through dispersion, radiation damping, anomalous
Doppler effect, flow-structure interaction, nonlinear eigenvalue problem
2010 MSC: T0K50, 76E17, 35P30, 656N30

1. Introduction

Exactly 120 years ago Lamb (1900) had proposed a model of a one-dimensional harmonic oscillator
without damping constrained to move in the vertical direction and coupled to a horizontally taut semi-
infinite elastic string [1]. Quite surprisingly, he had found that the emission of traveling waves in the
continuum by the oscillating mass contributes an effective Rayleigh damping correction term to the oscillator
equation yielding decay of its vertical motion [1]. In the course of time the radiating Lamb oscillator became
paradigmatic for understanding the radiation damping in open and damped subsystems of closed conservative
systems and gave rise to a number of abstract models of dispersion of energy from a ‘small’, usually finite-
dimensional, subsystem to a ‘large’, infinite-dimensional wave field [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13].

Remarkably, deep understanding of the radiation damping (including Lamb’s model) involves Lax-
Phillips scattering theory [3, 4, 5, 7, 13, 14] and the concept of resonance, quasimode or metastable (Gamow)
state in the context of open systems [5, 8, 9, 11, 15]. Resonant interaction of bound states (eigenfunctions)
and radiation (continuous spectral modes), leading to energy transfer from the discrete to continuum modes,

Email addresses: joris.labarbe@northumbria.ac.uk (Joris Labarbe), oleg.kirillov@northumbria.ac.uk (Oleg N.
Kirillov)
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is a universal mechanism describing even asymptotic stability of solitary type solutions, when radiation going
away from the solitons to infinity leaves them to move freely [8, 9, 11].

To illustrate radiating vibratory motions in dimensions higher than one Love (1904) presented several
extensions of Lamb’s model that included decay of electromagnetic oscillations of a perfectly conducting
spherical antenna due to emission of electromagnetic waves and decay of mechanical vibrations of an elastic
sphere emitting acoustic waves [2, 3]. In [4, 7] in the frame of the resonant scattering theory an important
question of interaction between the vibrational modes of a submerged solid and the scattering functions in
the fluid for both light and heavy fluid loading has been discussed. It was established that modes of the
fluid-solid system at zero fluid-loading can be identified with the solid whereas at infinite fluid-loading they
correspond to scattering frequencies of the fluid alone with a soft boundary condition. The intermediate
values of the fluid-loading parameter appear to be the most complicated as it is impossible to label the mode
of the fluid-solid system as corresponding solely to a ‘solid mode’ or a ‘fluid mode’ [7].

In [16, 17] gyroscopic versions of the Lamb model were proposed, rather artificial however, such as the
spherical pendulum and a rigid body with internal rotors, coupled either to the classical non-dispersive wave
equation or to a dispersive equation of Klein-Gordon form. In such systems, the gyroscopic Lamb oscillator
is susceptible to instabilities induced by wave emission (the radiation-induced instabilities), to which such
physically important effects belong as the famous Chandrasekhar-Friedman-Schutz (CFS) instability of
rotating stars caused by emission of gravitational waves [18, 19, 20, 21, 22], acoustic version of CFS instability
[23], and the instability of vortices in a stratified rotating fluid due to emission of internal gravity waves [24]
as it happens, e.g., in the events of coalescence of lenticular vortices observed in recent experiments [25].

In a recent work [26] attention was paid to an overlooked classical model that appears to be a perfect
candidate for the role of the Lamb oscillator in the field of radiation-induced instabilities. This is the model,
proposed by Nemtsov in 1985, of an elastic membrane resting on the bottom of a uniformly flowing fluid layer
of finite depth and loosing its stability due to emission of surface gravity waves [27]. Nemtsov’s membrane
having infinitely many modes of free vibrations plays the role of a ‘small’ subsystem, the fluid with the free
surface is the ‘large’ continuum supporting propagation of dispersive surface gravity waves, and the motion
of the flow can contribute to a gyroscopic coupling [28].

We remark that scattering of surface gravity waves even by rigid horizontal submerged plates already
has numerous applications in marine and coastal engineering such as submerged breakwaters or underwater
wave lenses that allow exchange of water and hardly disturb horizontal currents [29, 30, 31]. The need
for light, inexpensive and rapidly deployable wave barriers requires taking into consideration submerged
horizontal flexible plates and membranes [31, 32]. Recent applications in energy harvesting exploit fluid-
structure interaction, leading to the excitation (flutter) of an elastic plate or membrane, usually referred to
as a flag [33, 34], due to radiation of surface gravity waves when immersed in a moving flow with a free
surface [35]. Another relevant setting comes from the problem of turbulent friction reduction in a boundary
layer by using compliant coatings. In particular, it involves studying propagation of waves in a layer of a
viscoelastic material of finite thickness when a layer of an ideal incompressible fluid is moving over it [36].

The scattering theory formalism is efficient for analytical derivation of such important quantities as
the reflection and transmission coefficients and displacement of the free surface of the flow [31]. However,
investigation of stability of a radiating object requires different methods. In a related set of problems on
the stability of oscillations of moving wave emitters (e.g. radiation of elastic waves in rails by high-speed
trains [37] and emission of internal or surface gravity waves by a spherical body on an elastic spring moving
parallel to the interface of two liquids [38, 39]), the theory of Cherenkov radiation for structureless particles
[10, 40] and its extension by Ginzburg and Frank [41] to the particles having internal degrees of freedom,
provides important clues both for derivation of necessary and sufficient criteria for instability and for better
understanding radiation-induced instabilities in the general physical context [42].

Originally, Cherenkov radiation has been the name for the phenomenon that a charged particle, moving
relativistically through a dielectric non-dispersive medium at constant speed v higher than the phase velocity
of light v, < ¢ in the medium, becomes a source of electromagnetic radiation [10, 43, 44, 45, 46]. If the
source has a natural frequency wy in its own static frame, then in the observer static frame one receives the
far-field angular distribution of radiation with frequency w = woy~!/(1 — VU, Lcos ), where 7 is the Lorentz
factor, that turns out to be concentrated in the forward direction on a conical surface making an angle 6

2
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with the velocity vector [45, 46]. The angle 6., = arccos(v,/v), which is possible only if wy = 0, defines
the Cherenkov cone with the angular aperture 26.,, i.e. a locus in the space of wavenumbers of resonant
modes into which the Cherenkov radiation from the structureless particle occurs [43, 45, 46]. In this case,
the radiated electromagnetic field is spatially concentrated on a wave front forming a Mach cone with the
angular aperture m — 26, behind the source, which is the apex of the cone [40, 45].

A source oscillating with the natural frequency wy > 0 and moving at a velocity v < v, or at a super-
luminal velocity v > v, but emitting outside the Cherenkov cone, i.e. under the condition cosé < v, /v,
experiences conventional Doppler effect with the increase in w > 0 while approaching the observer [45, 46].
If the superluminal oscillator emits inside the Cherenkov cone then the condition cosé > v, /v implies w < 0,
which means that the source becomes excited by passing from a lower energy level to an upper one during
the emission process [40, 41]. That is, the kinetic energy of the source supplies both the energy of the
emitted photon and the positive increase in the internal energy of the source [43, 46]. Radiation inside
the Cherenkov cone is known as the anomalous Doppler effect [40, 41, 42, 44]. Recent work [46] further
distinguishes between the range v,/v < cosf < 2v,/v and the range cos > 2v,/v inside the Cherenkov
cone as resulting in the superlight (superluminal) normal and inverse Doppler shift, respectively. It turns
out that the major part of the change in the kinetic energy of the source contributes to a positive increase
in the internal energy of the source (photon) for the superlight inverse (normal) Doppler effect [46].

The same basic process of generalized Cherenkov emission is characteristic of all the emission processes
that take place when a uniformly moving source is coupled to some excitation field, even in the presence of
dispersion that provides an individual Cherenkov cone for each frequency [40]: as soon as the source velocity
exceeds the phase velocity of some mode of the field, the latter becomes continuously excited [45]. For the
sources having internal degrees of freedom, this serves also as a necessary condition for the presence in the
space of parameters of a domain of instability of the source due to the anomalous Doppler effect [37]. A
sufficient condition for the radiation-induced instability is the prevalence of reaction of waves emitted inside
the Cherenkov cone over those emitted outside it [37]. Therefore, it is not surprising that already Tamm in
his Nobel lecture foresaw application of the anomalous Doppler effect to describe “self-excitation of some
particular modes of vibrations of a supersonic airplane” [40, 43].

In [27] Nemtsov considered stability of the membrane under the surface of the uniform flow in the
limits of (i) shallow water and (ii) vanishing added mass ratio [47] that measures coupling between the
membrane and the flow and serves as an effective damping parameter. Since the surface gravity waves are
non-dispersive in the shallow water approximation, the formalism of Cherenkov radiation and anomalous
Doppler effect applied to the infinite-chord-length Nemtsov membrane predicts its instability in the range
where the velocity of the flow is exceeding the phase velocity of the surface gravity waves (as a consequence,
they appear to be traveling backward in the frame moving with the flow) and exactly when the phase of
the induced surface gravity wave is equal to the phase of the elastic wave propagating in the membrane
[27]. However, Nemtsov’s shallow water result, being effective in uncovering fundamental physical reasons
for the membrane destabilization, could not answer to a question of practical importance, namely, what is
the domain of instability when the parameters of the system are allowed to take arbitrary values?

In [26] we extended analysis of Nemtsov’s membrane with infinite chord to the case of dispersive surface
gravity waves by allowing the fluid layer to have arbitrary depth and the added mass ratio parameter to take
arbitrary non-negative values. New complete dispersion relation has been derived and analyzed with the
perturbation theory for multiple roots of polynomials [48] to obtain an explicit analytical approximation to
the critical flutter velocity that is in excellent agreement with the numerical computation of the full stability
map. Moreover, we have identified in [26] a new instability domain arising from a conical singularity in
the parameter space that could not be detected in the restrictive assumptions of [27]. This new domain is
associated with a low-frequency flutter for short wavelengths and corresponds to the case when the velocity
of propagation of elastic waves in the membrane is much smaller than the velocity of the flow. Finally, an
elegant and applicable explicit expression for the total averaged energy has been derived by means of the
direct integration and its reduction to the Cairns form involving the derivatives of the dispersion relation
with respect to the frequency of oscillations has been proven. It was demonstrated that the radiation-induced
instability of the membrane is the result of collision of modes of positive and negative energy and can be
interpreted in terms of wave emission in the domain of the anomalous Doppler effect [26].

3
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In the present work, we consider a model of Nemtsov’s membrane in its entirety, with a flow of finite
depth and a membrane of finite chord. We formulate the dimensionless boundary value problem for this
system and by means of Fourier analysis recover an explicit expression for the velocity potential in the form
of an improper integral. Determining the domain of dependence from the Cherenkov condition written for
dispersive surface gravity waves, we extract an integro-differential equation for the membrane displacement
in the presence of the flow, which is our main object of investigation.

Following [27] we first present a rigorous general treatment of the integro-differential equation in the
shallow-water limit by means of the Laplace transform and complex analysis. We obtain an integral eigen-
value relation and develop a systematic procedure for its analysis based on the perturbation theory with
respect to the small added mass ratio parameter and residue calculus. As a result, we find explicit expres-
sions for the frequencies and growth rates of membrane’s modes coupled to the free surface as a series in
the small parameter. Analysing the first-order approximation we can treat membrane’s destabilization as a
classical dissipation-induced instability [48, 49, 50, 51, 52]. Plotting neutral stability curves in the plane of
velocity of the flow versus the speed of propagation of elastic waves along the membrane we uncover a new
and intricate pattern of self-intersecting instability pockets reminding a similar phenomenon characteristic
of some forms of the Hill equation [53] and describe it explicitly in an analytical form. We derive an integral
expression for the free surface of the flow which allows us to find and explore the fluid dynamical analogue
to the superlight normal and inverse Doppler effects [46].

The case of the finite depth of the fluid layer requires numerical solution of the boundary eigenvalue
problem for the original integro-differential equation. This investigation involves a thorough treatment of
the improper integral using complex analysis with the subsequent Galerkin decomposition of the solution to
generate an algebraic nonlinear and non-polynomial in the eigenvalue parameter eigenvalue problem. The
non-polynomial dependence on the eigenvalue parameter arises in the coupling term with the added mass
ratio parameter as a factor. Setting the latter parameter to zero, we obtain a standard quadratic eigenvalue
problem determining the free membrane modes. Once taken into consideration, the coupling term ‘turns
on’ the radiative instability mechanism tending to excite the flutter of the membrane.

We notice that non-polynomial eigenvalue problems frequently occur in the studies of fluid-structure
interactions, see e.g. [33, 54|, and are notoriously hard to solve even numerically. The methods for their
solution are a hot topic in modern numerical mathematics and linear algebra communities, see e.g. [55, 56,
57, 58], where a broad range of approaches is discussed. Most of the methods presented are either based on
Newton-Raphson iterative process or on contour integration and we are restricting ourselves to the former.

In order to reach an acceptable convergence rate of the Newton method, we derive the Jacobian in an
analytical form using residue calculus and complex analysis instead of approximating it numerically. Since
the domain of integration in our problem is one-dimensional and we intend to keep high accuracy of our
numerical scheme, we use the Legendre-Gauss-Lobatto quadrature rule to approximate the integrals in the
Galerkin discretization. Nodes and weights of this spectral collocation method are recovered using the
Golub-Welsch algorithm [59], which is based on the inversion of a linear system obtained from the three-
term recurrence relation for Legendre polynomials. The computed eigenvalues correspond to the quadrature
points, while the eigenvectors are used to recover the weights. This spectral quadrature is able to reach
computer accuracy with less than 20 nodes of discretization and is used all over our code that has been
fully implemented and parallelized in MATLAB using the Parallel Computing Toolbox available from the
software and run on the High Performance Cluster at Northumbria University.

To the best of our knowledge, the approach developed in our work is original and making use of it,
we are able to recover the eigenfrequencies of the complete system and hence, to perform an exhaustive
stability analysis of the finite-chord Nemtsov membrane. From the numerically found growth rates we
recover stability maps for the finite-chord membrane in the finite depth layer and compare with the shallow
water approximation. We show that in the limit of infinite chord length the neutral stability boundaries
perfectly correspond to the shallow water boundaries found in [26]. We establish that there is a critical chord
length such that the shorter membranes cannot be destabilized. The most intriguing finding is, however, the
chains of intertwining instability pockets, which our method is able to resolve, thus confirming its excellent
convergence and accuracy. We believe that our procedure is applicable to a broad class of fluid-structure
interaction problems that require solving nonlinear eigenvalue problems.

4
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2. Mathematical formulation

Following [26], in a Cartesian coordinate system OXY Z, we consider an inextensible elastic rectangular
membrane strip of constant thickness h, density p,,, and tension T along the membrane chord in the X-
direction. The membrane has infinite span in the Y-direction and is held at Z = 0 at the leading edge
(X =0) and at the trailing edge (X = L) by simple supports.

The membrane is initially still and flat, immersed in a layer of inviscid, incompressible fluid of constant
density p, with free surface at the height Z = H. The two-dimensional flow in the layer is supposed to be
irrotational and moving steadily with velocity v in the positive X-direction. Therefore, the system is solved
under the potential theory as it is the case in the original paper by Nemtsov [27]. The bottom of the fluid
layer at Z = 0 is supposed to be rigid and flat for X € (—o0,0] U [L, +00).

In contrast to Nemtsov [27] who assumed that vacuum exists below the membrane, we suppose that a
motionless incompressible medium of the same density p is present below the membrane with a pressure
that is the same as the unperturbed pressure of the fluid [26]. The system is in a uniform gravity field acting
in the negative Z-direction with g standing for the gravity acceleration.

Let w(X,t), where ¢ is time, be a small vertical displacement of the membrane, u(X,t) the free surface
elevation, and ¢(X, Z, t) the potential of the fluid.

Following [26] we choose the height of the fluid layer, H, as a length scale, and wy ', where wy = \/g/H,
as a time scale to introduce the dimensionless time and coordinates

ey, =X =Y L _Z (1)
T = 0 - o’ Y= o’ - H’
the dimensionless variables w U wo
= — = — = —_— 2
$=g 1= 0T g (2)
the dimensionless parameters of the added mass ratio [47] and membrane chord length
pH L
= —_— F —_
o=l T4 Q)
and two dimensionless numbers . v
M, = M (4)

where ¢ = T/(ph) is the squared speed of propagation of elastic waves in the membrane and \/gH is the
speed of propagation of long surface gravity waves in the shallow water approximation. The chosen scale
for the velocity explains our choice of notation in (4) because the Froude number \/;’TI can be treated as a
Mach number in the non-dispersive shallow water limit which simplifies comparison of our results with that
of the supersonic aerodynamics [54].

Denoting the fluid domain by Q, the free surface, membrane, and rigid wall borders by 0€g, 9,
and 0€)y, respectively, and assuming the time dependence for the velocity potential ¢ and the membrane

displacement ¢ in the form of e =7 we arrive at the dimensionless boundary value problem [26]

V2p =0, in Q) (5a)

Vo n+ (—iw+ ]\4(’93[/,)2 ¢ =0, on 9 (5b)

Vo -n+ (—iw+ Mo, ) =0, on oY (5¢)
Vo¢-n=0, on 9y (5d)

Wi+ M2O%¢ + o (—iw + MO,) ¢ = 0, on 0 (5e)
£(0) =€) =0, on dy (5)

where n is the vector of the outward normal to a surface and, for simplicity, we retain the same notation
for the membrane displacement and the fluid potential after the separation of time.

5
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As one can notice, the Laplace equation (5a) is supplemented with a combination of dynamic and
kinematic free surface conditions (5b) and the impermeability conditions for the membrane (5¢) and the
walls (5d). The nonhomogeneous wave equation (5e) describes the physics along the membrane and is solved
with the rigid boundary conditions (5f). This set of equations represents a boundary eigenvalue problem
for the complex eigenfrequency w and will be used for the stability analysis of the finite-chord Nemtsov
membrane.

2.1. Velocity potential via inverse Fourier transform

As in the previous study [26], since the fluid layer is assumed to have an infinite extension in the -
direction, we can write, respectively, the Fourier transform of the velocity potential ¢ and its inverse

—+o0

“+oo
é(ﬁ,z,w) :/ oz, z,w)e” " de, ¢z, z,w) = %/ (K, z,w)e" dx, (6)

—co —00

where £ is the dimensionless wavenumber. R
With (6) taken into account, the Laplace problem (5a-5c¢) yields the boundary value problem for ¢ in

the Fourier space

92— K29 =0, inQ (7a)
8ng> —(w— /{M)2 g% =0, on 09 (7b)
r
0.6+ /0 (iw€(x') — MOy &(2')) e ™ da’ = 0, on 9O (7c)

where 2’ is a curvilinear abscissa along the membrane. Expression (7c) is the Fourier transform of the
impermeability condition (5¢).
The general solution to equation (7a) is known to be

ok, z,w) = A(k,w)e™ + B(k,w)e "*, (8)

where the functions A and B are to be determined from the boundary conditions (7b) and (7c). This yields
an expression for ¢ at z =0

- _ k—(w—kKM)*tanhk
$(x,0,w) = K[(w — kM)2? — ktanh K

r

] / (—iw + M3, ) (2 )e™ ™ da’. (9)
0

Returning to the physical space by means of the inverse Fourier transform (6) we recover an explicit

form for the potential disturbance

Tk — (w—rkM)%tanhk
o K[(w—KM)? — ktanh K]

T
6(2,0,0) = % / (—iws + My ) () / R ds’. (10)
0

2.2. Integro-differential equation for membrane’s deflection

Surface gravity waves on a non-moving finite-depth layer are in general dispersive with the phase speed
o(k) = Vktanh k/k, which is varying between opy = 0 when k — +0o (deep water) and ogw = 1 when
k — 0 (shallow water) [26]. Suppose we have a uniform flow in the positive a-direction with the supercritical
speed M > o(k) as shown in Fig.1. Perturbation with the wavenumber x of the flow surface from a point
(z,9,&) of the membrane will spread from that point along concentric circles in the (x,y) plane with the
phase speed o(k), which are washed downstream as M > o(x) [60, 61]. The point obstacle therefore affects
only the flow pattern in the conical domain of influence [62]. The boundary of this downstream half of the
Mach cone is the envelope of the moving and expanding circles centred at the points with the horizontal
coordinates ' > x [60, 61]. The presence of the point obstacle at = does not make itself felt at the points
upstream (z’ < x) and outside of the half-cone [60, 61].

6



120 Chapter 5. Radiative instability of a finite Nemtsov membrane

Figure 1: (a) Sketch of the Nemtsov system in the (z, z)-plane. (b) View of the system from above in the (z,y)-plane. A point
obstacle at a position (z,y,&) in a uniform flow moving in the positive z-direction with a velocity M > o(k) affects only the
pattern of the surface gravity waves with the wavenumber & in the (white) downstream Mach cone representing the domain of
influence [60, 61, 62]. The (gray) upstream half of the Mach cone is the domain of dependence [60, 61, 62] at the point (z,y, 2).

On the other hand, the flow at the point (x,y,z) depends only on the flow in the upstream half of
the same Mach cone (domain of dependence [62]), see Fig. 1(b) [60, 61]. Therefore, for M > o(k) the
perturbed potential (10) along the membrane with the finite chord length T'" at a given y is composed of
all the single sources with coordinates (2/,£) where 2’ € [0, z] as shown in Fig. 1(a). Hence, the interval
of integration in the first integral in (10) can be truncated from 2’ € [0, to 2’ € [0,z] to match the
domain of dependence. Inserting the modified in this manner expression (10) into (5e) yields the following
integro-differential equation for the membrane displacement &

Tk —(w—~KkM)?*tanhk pir(e=a") Qe da’
Kl(w — kM)? — Kk tanh K]
(11)
The equation (11) has to be solved with respect to the eigenfrequency w as a nonlinear eigenvalue
problem, which is generally a highly challenging task due to the presence of an improper integral. By this
reason, in the next section we begin the analysis of (11) in the shallow water limit that will allow us to apply
perturbation theory and derive explicit approximation of the flutter domain. With the guidance provided
by the analytical solutions in the shallow- and deep-water limits we finally present a numerical method that

eventually results in the solution of the full problem.

W+ M29%¢ = % (iw — M@m)/o (—iw + M0O,) f(x')/

— 00

3. Shallow water analysis of the finite-chord Nemtsov membrane

The goal of this section is to extend the result of [27] by presenting a rigorous and general treatment of
expression (11) in the shallow water approximation and provide new physical interpretation of the instability
mechanism for a membrane of the finite chord in the finite-depth flow.

3.1. Velocity potential in the shallow water limit

Introducing the phase speed ¢ = w/k and re-writing the factor at et (@=2") in the integrand of the
improper integral in (11) as
1

oI O(/&)) - oo O (12)

K2 [(U_M)Q_tar;}m] T k2

il—/{(o—M)%anh/i 1 1
(0 -

we find that in the long-wavelength (shallow-water) limit, x — 0, the velocity potential simplifies

x “+o0 ik(z—a")
psw (@) = = / (—iwo + M) E() / L (13)
0

27 oo (W= KM)? — K2

7



5.3. Shallow water analysis of the finite-chord Nemtsov membrane 121

and, after factorizing the denominator in the integrand, it can be further expressed in the equivalent form

“+o0 in(x—x')d 1 +o00 ir(x—z")
/ - 2 . 2= A2 / ) dr, (14)
—o0 (W7I€M) - K Mz -1 —o0 (I{—pl)(ﬁpr)
where the pole py = w/(M + 1) corresponds to the wave travelling forward along the membrane and

p2 = w/(M — 1) to the wave travelling backward.

3.2. Explicit form of the velocity potential by means of residue calculus

For M > 1 the denominator in the expressions for the poles p; o(w) always remains real and positive,
only the (complex, in general) frequencies w define the location of the poles in the complex k-plane. In
this configuration, we shall focus on the frequencies with positive imaginary parts (Im(w) > 0) to define a
contour in the upper-half plane and integrate the expression (14).

We define the contour of integration % as a semi-circular and positively oriented curve, of radius R,
closed with a segment along the real axis as follows

¢ =[-R,R|JUAR, Agr={Re",0<t<n7}. (15)

Applying the Cauchy residue theorem around the contour (15) yields [63]

R 2
]{ P(2)dz = [ P+ /A F(2)ds = 270 Y res (F(2),p). (16)
% " 7=1

where F(z) = f(2)e®*@=%) and f(z) = [(w — 2M)? — 22~ 1.

According to Jordan’s lemma, since the function f(z) is continuous for any z € %, except at the poles
p1.2(w), and that we have limg_, 1 | f(Re?)| = 0 for 6 € [0, 7], the integral over Ag vanishes as we enlarge
the radius. Therefore, the improper integral (14) reduces to [63]

R +oo 2
lim F(k)dk = / F(k)dk = 2mi Zres(F(n),pj). (17)
j=1

R—+o0 _R o

In general, the residue res(g(z), p) of a meromorphic function g(z) having a simple pole p and a factorized
denominator for this pole, can be found as res(g(z),p) = lim,_,,(z — p)g(z). Hence, for p1 = w/(M + 1),
p2 =w/(M — 1) and F (k) in the form of (14), we have [63]

» i 1 ein(m—z’) 1 Zpl(a7 z') _eip1($—m')
res(F'(k),p1) = Jm =D (i=pm)  OF=0 o =pa) 5o
1 ein(azf:zzl) 1 sz(l’ z’) eip2(z*$,)
res(F'(k), = lim = = . 18
(F'(rk),p2) wope (M2 —1) (K — p1) (M2 —1) (py — p1) 20 (18)

With the residues (18) in the expression (17), the velocity potential (13) takes an explicit form

= 2
dswla) = [k MO €)Y res(F ().

x

= oo [ @riMaEw) et - ] ar,
w Jo

—’[, z - ’ - ’
- Viz {elm(w*w ) _ gip2(z—2 )] dz’ 19
= [ v , (19)
which reproduces the result by Nemtsov, if we denote V(z) = (—iw + M0, )&(x) [27]. Note that the term
e (z=2") corresponds to the normal Doppler effect due to emission of surface gravity waves of positive
energy whereas the term e?2(*=%") to the anomalous Doppler effect due to emission of surface gravity waves
of negative energy.
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3.3. Explicit expression for the membrane displacement by means of Laplace transform
Substituting solution (19) with u(z) = —iV (z) and v(z) = eP2® — ¢¥P1% into the problem (11) yields

W2 () + M2O2E(x) + — (—iw + M3,) /x w(@)o(z —2')dr’ = 0, (20)
2w 0
which can be written as
WE(x) + MAO2E(x) + o (—iw+ M) (uxv) (a) = 0, (21)

where the symbol * denotes the operator of convolution of two functions supported on the interval [0, 00).

Equation (21) supplemented with the boundary conditions (5e) for the displacement £(x) is suitable to
solve by the Laplace method. We recall that in the general case, the Laplace transform £ of an arbitrary
function g(x) is given as follows

“+oo
g(s) = ZLg(x)] = /o g(x)e **dx, seC. (22)

Also recall that if h(z) is a convolution

hiz) = (uxv)(z) = /Ofl’ u(zv(r — 2')dx’,

then
Z[h(@)] = u(s)v(s). (23)
Using Leibniz integral rule
%h(m) _ % /O " (@Yol — ')’ = v(0)ulx) + /O ’ Wu(x')dﬂ, (24)
we find the Laplace transform of the derivative of the convolution to be
ZL[dh/dx] = u(s)v(0) + u(s)(sv(s) — v(0)) = su(s)v(s). (25)

Following the definition in (22), applying the standard differentiation and integration properties of the
Laplace transform to (21) and taking into account (23) and (25), we find
_ _ o, .
wWE(s) + My [5°€(s) = 5€(0) = £(0)] — - (s)o(s) (w + isM) = 0, (26)

where

u(s) = w(s)+iM [s&(s) —€(0)],
_ 1 1 i(p2 — p1) 2iw
— _ — = — . 27
o(s) s—ipy  s—ip1 (s—ip1)(s—ip2) (w+isM)? + s2 (27)
Applying the boundary condition £(0) = 0 to the expressions (26) and (27) yields
(w +isM)?
a(w +isM)? + 52

(w? + 5"M) €(s) — £(5) = Myg'(0). (28)

Since the equation (28) is linear in £(s), we can isolate this term and invert the whole expression by
means of Mellin’s inverse formula to finally obtain

B 1 T—iv M2£’(O)[(w _ pM)Q _ p2]eipm
= g SR w d 29
=2 (6] =g pm [ e et )
where p = —is and v is a real number greater than the imaginary part of all the poles. The bounds in integral

(29) define a line in the complex plane that is usually closed with a portion of a circle, thus delimiting a
closed contour 5 (commonly known as the Bromwich contour [63]). Using the same argument of Jordan’s
lemma as for (16), we prove that contribution of the circular integral is negligible in the limit of infinite
radius. Then, another application of the Cauchy residue theorem to the contour integral allows an explicit
computation of the inverse.
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3.4. Integral eigenfrequency relation

Requiring &(x) in the expression (29) to vanish at = I in accordance with (5e), we obtain the following
eigenfrequency relation

M2 (0 (0 = pMY? e
N=—% _
" T i’i (@ PP M)~ p)? 7] —alw—pdE " (30)
which can be written as follows g )
&' (0 B
I = TD(W’ a) =0, (31)
where ,
D( ) €1PF d (32)
w, ) = =7 4p,
CKB @(UJ, O[,p)
and ( oy
— W2 P2 g TP
‘@(w7a7p) w p w a(w_pM)Q—pQ’ (33)

is nothing else but the shallow water dispersion relation of the membrane of the infinite chord length in the
case of a medium with constant pressure and the same density as that of the fluid being present below the
membrane [26].

An expression similar to (31), derived earlier by Nemtsov for the membrane of the finite chord length
with vacuum below the membrane [27], naturally has the corresponding shallow water dispersion relation in
the denominator of the integrand, which slightly differs from the ours.

3.5. Perturbation of eigenfrequencies

In the case of o = 0, the eigenvalue relation (31) reduces to

D(w,0) g 1 f —" =0 (34)
W, = S YRR R = 3750 5 9 =Y,
¢ Z(w,0,p) b M2 Jo, p* — P2 P

where pg = w/M,,. Applying the residue theorem to the last integral in (34), we find

D(w,0) = —— sin (L‘”) =0,

which yields frequencies of the free (decoupled from the flow) membrane

M,
Wn = TN #0, nelN (35)

In contrast to Nemtsov, we develop a systematic approach based on the perturbation theory of simple
eigenvalues w,, to find how they are affected by a weak coupling to the flow with free surface [50, 51, 52].
Then, simple roots w(«) of the equation D(w,a) = 0 can be represented as a series in o, 0 < a < 1, as
follows [26, 48, 58, 64]

O0aD
w=wp— a&u—D +o(a), w(0)=wy,. (36)
Computing the partial derivatives and evaluating them at o = 0 yields
1 ipl’ n — M 2
&lD _ M2 M2 f e Q(W p ) dp,
w( - 1) €B (p2 - pan) (p - pl,n)(p - p2,n)
2w etrl
0,D = —-—I 7[ —————dp, 37
M3 Jey (07 = 15.0)° (31)

10
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where

™ an M, ™ My,

Pon = ?7

—il?
0.D = ———(-1)"
v mng’)( "
-FS M2_M22_M2_M2
8,XD _ (_1)n ¢ ( w ) w

22 M2 (M2 — M2 —1)% — 4AM?

s [ = 1)%sin (5 ) (M4 1) sin (5L )
T nE \ T2 - (M -1)22 (M2 (M + 1))
M-—1 2 —1) — My, M 1 2 1) — wnM,,
3 ( )* | (=1)" = cos ( 7= (M +1)% | (=1)" — cos T 58)
PEERERVE) (M2 — (M — 1)2)? (M2 — (M +1)2)?
With the derivatives (38) the series expansion (36) takes the form
a (M2 —M?)?%—- M2 — M?
w = wpto—
2w (M2 — M2 — 1)2 — 402
i ol (M — 1)2 sin (’TﬁMi”> (M + 1)*sin (”J@]ﬁ“)
2mn? | (M2 — (M - 1)?)° (M2 — (M +1)2)
iar [(M-1)2 [ (’;;;M )] ) 1= -y eos ()| o @
o().
2m#n? (M, ( 1)2)° (M2 — (M +1)2)°

In particular, from (39) we easily obtain the growth rate of the perturbed simple real eigenvalue wy,

ol (M —1)? {1 — (=1)"cos (Wnﬂyjl)} - (M +1)? [1 — (=1)"cos (an\%r”l”

Im (w) = , 40
)= g (M2 — (M —1)2)* (M2 — (M +1)?)? o
which, if re-written as follows
I (&) = & {p [1— (=1)" cos (p2al)] _ PR [1 = (=1)" 08 (p1,nD)] } ()
= 2 2 J
2FM7% (p%,n - pg,n) (p%,n - p(2),n)

exactly reproduces the growth rate derived earlier by Nemtsov [27].

3.6. Stability diagrams in the shallow water limit

Setting to zero the linear in « approximation to the growth rate (41) of the n-th mode of the membrane,
we can find an approximation to the neutral stability curve for this mode that subdivides the plane of
parameters M and M, into the domains of stability and flutter instability, Fig. 2.

First of all we observe a cluster of instability domains grouped in the region M > M,, in Fig. 2. The
threshold M = M,, is visible in Fig. 2(c,d) as a black dotted line. For the Nemtsov membrane of infinite
chord length the physical meaning of this threshold is the equality of the velocity of the flow to the phase
speed of elastic waves propagating along the membrane, which is a consequence of the Cherenkov condition
[26, 27]. However, in contrast to the infinite-chord membrane’s stability map reported in [26], there are

11



5.3. Shallow water analysis of the finite-chord Nemtsov membrane 125

Figure 2: (Filled blue) Instability regions for (a,b) the first (n = 1) and (c,d) the fourth (n = 4) modes of the finite-chord
Nemtsov membrane weakly coupled to the flow in the shallow water limit. The black dotted line is equation M = M,,. The
green straight lines are given by My, = (2j/n + 1)(M + 1) for j € Z and the red dashed curves by M, = k/n(M? — 1) for
k € N. Notice absence of instability domains in a wide gap centered at M., = M + 1 and corresponding to j = 0.

12
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x107
1.5F .
Im(w) | i
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(b)y n=14

Figure 3: Growth rates of perturbed frequencies of the membrane along the line (42) with @ = 1073, T' = 10 and (a) n = 1
and j = 1 with zeros at M =14 3/k, k> 1 and (b) n =4 and j = —1 with zeros at M =1+ 2/k, k > 1.

infinitely many ’petals’ of flutter instability for M > M,, touching each other when n > 1, see Fig. 2(c,d).
Quite surprisingly, the common points of the petals all belong to straight lines of the following form

Mw:<2nj+1>(M+1), jez, (42)

where j is a negative integer in the region M > M,,. For instance, n =4 and j = —1 yield M = 2M,, — 1,
which is a line passing through the point with M,, = M = 1 in Fig. 2(c,d). The growth rate along this
line presented in Fig. 3(b) demonstrates vanishing to zero exactly at the common points of the instability
regions.

These points are located exactly at the intersections of the straight lines (42) with the curves

_ ke
M,=—(M*~1), keN (43)

that are shown as red and dashed in Fig. 2. Solving equations (42) and (43) we obtain the coordinates of

the crossing points

:2j+k+n’ Mw:(2j+n)(2j+2k+n). (44)
k kn

For instance, for j = —1, n = 4 this yields M =14 2/k and M,, =1+ 1/k and for k = 2 results in M = 2

and M, = 3/2, see Fig. 2(c,d) and Fig. 3(b).

Notice absence of instability domains in a wide gap centered at M,, = M + 1 and corresponding to j = 0
in (42), which is clearly visible in Fig. 2(a,c). In the case of an infinite-chord membrane with vanishing
coupling parameter (o« = 0) the relation M,, = M + 1 corresponds to a crossing of dispersion curves of
surface gravity waves and elastic waves in the membrane that unfolds into an avoided crossing (stability)
for a > 0 [26]. We can conclude therefore that this very property of an infinite-chord membrane manifests
itself as a stability gap at M,, = M + 1 for the finite-chord membrane.

M

13



5.3. Shallow water analysis of the finite-chord Nemtsov membrane 127
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Figure 4: Stability maps with logarithmic scale for the growth rate (41) over p = My /(M — 1) and M. The dashed white
curves and red lines represent the lines (42) and curves (43), respectively, for T' = 1, & = 10~% and n according to the caption.

In a strike contrast to the infinite-chord membrane, stability diagrams of Fig. 2 display a regular pattern
of intertwined instability tongues, each centered along a line (42) with j > 1. All the tongues commence at
M =1 at the values of M,, that are specified by (42). For instance, if n = 1, then the tongues grow from
M, = 6,10,14,...2(2j + 1),..., see Fig. 2(a). The growth rate along the line (42) corresponding to the
tongue with n = 1 and j = 1 is shown in Fig. 3(a). The growth rate vanishes at M =1+ 3/k, k > 1, i.e.
exactly at the crossing points (44) that subdivide the instability tongue into a collection of infinitely many
instability pockets, see Fig. 2. Note that similar intertwined resonance tongues with instability pockets are
known for the Hill equation with some specific forms of periodic excitation [53].

In order to highlight the periodic pattern of the instability pockets, finally we plot the stability map in
the new coordinates in Fig. 4 by projecting the growth rate onto the (u, M)-plane, where u = M,, /(M —1).
Then, the lines (42) transform into the curves p = (25/n + 1)(M +1)/(M — 1) and the curves (43) to the
lines pp = k/n(M + 1), see Fig. 4.

3.7. Exploring fluid dynamics analogy to superlight normal and inverse Doppler effects

According to a recent study [46], a source with an internal structure moving in a medium at a velocity that
exceeds speed of light in the medium can be excited due to emission of electromagnetic waves (Ginzburg-
Frank anomalous Doppler effect [41]) with the Doppler shift of the emitted waves remaining normal at
small superluminal velocities and becoming inverted beyond some critical superluminal velocity. As it was
emphasized in [46], virtually any wave system in nature, including classical wave systems such as acoustic
waves and surface waves can exhibit the analogous phenomena.

Non-dispersive character of surface gravity waves in the shallow water limit implies M = 1 as a critical
value for the flow velocity to exceed the speed of surface gravity waves and thus as a necessary condition for
existence of the anomalous Doppler effect [26, 27]. Indeed, flutter instability tongues in Fig. 2 and Fig. 4
exist at M > 1. We need to verify that successive surface gravity waves radiated by the Nemtsov membrane
carry wavelengths larger (smaller) than a characteristic value when M > M, > 1 (1 < M < M,).

14
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Figure 5: Surface ‘modes’ as given by expression (49) for a fixed w recovered by first-order in a approximation (39), with
parameters n = 1, My, = 1, I' = 10, a = 10~% and M according to the legend. Dashed vertical lines specify z-coordinates of
membrane’s edges.

Using the Bernoulli integral at the free surface (z = 1), retaining only linear in ¢ terms [26], and assuming
the time dependence exp(—iwT), we obtain

77(95) = 7(77:‘*] =+ Mar)d)(mﬂz = 1)v (45)

where the velocity potential ¢(z,z) is obtained as the inverse Fourier transform (6) of the solution of the
boundary value problem (7), then evaluated at z = 1. Indeed, from the general expression (8), we find

. 1 r d e
1 = iw— M— Ne " da’. 46

¢k, 1,w) (w— KkM)2 cosh k — ksinhk /0 <zw dx’) §a)e * (46)
Inserting solution (46) into expression (6) and considering the shallow water limit (x — 0), we arrive at the
fluid potential at the free surface (z = 1)

ez =)= [ (ciwra S Yew) [k (47)
r,z=1)=—— —iw — ) &(x ——drdz
’ 27 J, da’ oo (W—rKM)2 — K2 ’

where membrane’s frequency w and displacement ¢ are provided by expressions (39) and (29), respectively.
With the help of (47) equation (45) yields

. r +o00 i —x'
i ) d (w — KM)et(z=2)
- - M— ! " 4
n(x) 2 ( iw + dz’) &(x )/_OO (0 RV A2 drdz (48)

Following a procedure that we used previously to derive expression (13), we apply the Cauchy residue
theorem to (48) with exactly the same poles as in (14) and recover the surface wave ‘mode’ (for a given w)
as

r
") = ~507 =5 | (—z’w T Mddx/> 66 [(M + e =) 4 (- e e e (49)
Plotting (49) in Fig. 5, we observe the different regimes 1 < M < M., M = M, and M > M, for a
certain ‘mode’ of free surface, corresponding to the wavelengths that are shorter, equal and longer than
T, respectively. To estimate the critical value M = M, we use the idea of phase synchronisation between
modes of the membrane and the surface of the flow [27, 37] that in the infinite-chord membrane case gives a
sufficient condition for the presence of an instability domain in the parameter space [26]. For the finite-chord
membrane we consider the frequencies w,, of vibration modes of the free membrane defined by equation (35)
and surface waves frequencies wy that for simplicity we take from the shallow water dispersion relation of

the decoupled system
Dsw (w, k) = (wp —kM)? — k* =0, wjf =r(M=£1). (50)

15



5.4. Deep water limit of the finite-chord Nemtsov membrane 129

The modes Wy = k(M — 1) correspond to slow surface gravity waves carrying negative energy and thus
exciting flutter of the infinite-chord membrane (anomalous Doppler effect) [26, 27]. Choosing x = 27/T in
the equality w,, = wy allows us to estimate the critical velocity of the flow as

nM,,

M, =1 7
T

(51)

which agrees with the threshold observed in Fig. 5 for the surface modes computed from expression (49).

4. Deep water limit of the finite-chord Nemtsov membrane

Let us find the leading term of the factor at ¢*(*=%') in the integrand of the improper integral in (10)
in the limit kK — +o00, corresponding to the deep water approximation

il—ﬁ;(a—M)%anhn 1

-1
K2 [(O. _ M)2 _ tar;hn] _E + O(ﬁ ) (52)
This yields a simplified form of the potential (10)
x +oo eir@(x—w/)dﬁ
épw(r,w)=—=— [ (—iw+ Md,) f(m’)/ ——da". (53)
2m Jo oo K

For x > 2/, the Dirichlet integral in (53) can be calculated around the pole k = 0 in the sense of the
Cauchy Principal Value (CPV) as follows

o0 ein(z—z/)
PV/ — dk = im, (54)

— 00

where PV [ := lin%) fR\[
e—

into (53) we recover the velocity potential in the deep water approximation

and € is the radius of the sphere enclosing the singularity [63]. Inserting (54)

—e,€]

dpw(z,w) = _% /OI (w+iM0y)€(a") da'. (55)

With the potential (55) the equation (11) takes the form
w2+ M20% + i (wt+ i L /T wt M- ) e(a)da = 0 (56)
v 2 dz J J, dz’ '

Using the same methodology as before and taking into account the boundary condition £(0) = 0, we find
the Laplace transform of (56)

1

<w2 + SQng +
2s

(w+ isM)2> £(s) = M2£'(0). (57)

Following once again the procedure described in the previous section, we take s = ip in the equation
(57) and then inverse the whole expression to finally obtain the displacement as the Bromwich integral

M3€'(0) o 2pe’t”
=2~ | dp. 58
¢@) 9P Toseo /_T_i,/ 2p(w? — p?M2) + a(w — pM)? P (58)

Evaluating (58) at z = I' and taking into account the boundary condition &(I') = 0, we recover the
eigenfrequency equation

M2 5/(0) 2peipF

I =—% dp =

0= ﬂ 2p(@? — P2 + o paE P = (59)
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which can be written as follows

§(T) = Mg (0)D(w, a) =0, (60)
where
zpl"
61
][ .@ (w, « p (61)
and A2
D(w,a,p) = w? —pQMi—i-a(w_Qip). (62)
p
In the case of & = 0 the eigenvalue relation (60) reduces to
1 et 1 1 —etPl
D(w,0 ——dp=—— ———=dp =0, 63
(,0) = 2mi %Bg(w()p)p MiQmjinQ—p%p (63)

where py = w/M,,. Applying the residue theorem to the last integral in (63), we reproduce the eigenfre-
quencies w, given by equation (35).

Simple roots w(«) of the equation D(w, ) = 0 can be represented as a series in o, 0 < a < 1, as follows
[26, 48]

w=w, —«

duD o? (02D (0.D\* 5 %D 0uD N 92D
9,0 2 \a.D \9,D d,D 9,D " 9,D

) +o(a?), w(0) = w,. (64)

Computing the partial derivatives and evaluating them at o = 0 yields

-1 el (Mp — wy,)?
0D = — d
“ 2mi EB 2M3)p(p2 _pg,n)Q P
-1 2¢PTy
0,D = — — = _dp, 65
2mi €B Ms)(pQ _p%,n)Q P ( )
where
™
Pon = F

Applying the residue theorem to the integrals in (65), we find

iM(-1)"T?  M,T?[(-1)" —1]
D =
Oa 2M3mn + 2M3m2n2
—i(—1)"T?
0D = ———. 66
M3mn (66)
With the derivatives (66) the series expansion (64) takes the form
M M, n
w(a) =wy, + a5+ za% [(=1)™ = 1] + o(«). (67)

Taking into account terms of the second order in « yields the following expression for the growth rate

Im(w) = a%[(*l)nfl]
o2 204 _ 122 2(n2n? -1)" = !
e R ) R

For all even n > 1 the growth rate (68) is negative up to the terms of higher order than o?:

I 4 M?2
Im(w) = —a?M?= ( — + Mz

39 )—l—o( %), even n > 1.

m2n2
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Figure 6: (a): (Blue) Instability domain computed from expression (69) for n = 1, My = 2, and a = 0.04, with (dotted lines)
the minimum (70) of I" at the minimizer given by (71). (b): Growth rate for the left figure at a fixed value of I" = 250.

In contrast, for odd n the growth rate can take positive values for some combinations of parameters.
Equating the growth rate (68) to zero, we find the critical length of the membrane at the onset of flutter
for odd n in the explicit form

32M2m3nda~1

I =
AME(72n2 — 4) — M2M2m2n2(m2n? — 24) — M*n4n?*’

odd n > 1. (69)

For instance, the minimal length of the membrane for n = 1 below which there is no flutter, is

12873

70
aM,,(m* — 3272 + 512) (70)

1—‘min =

at
2
Mo = Mw\QL\/M — 2, (71)
Y[y

as is shown in Fig. 6. Notice that ', quickly increases as « is tending to zero, thus reducing chances for
a finite-chord membrane to be unstable in the deep water limit, if the coupling between the membrane and
the flow is vanishingly weak.

5. The finite-chord Nemtsov membrane in the finite-depth layer

The case of a fluid layer with finite depth requires further attention in the derivation of eigenfrequency
equation than the previously considered limits of shallow and deep water. The main difficulty is the non-
polynomial character of the dispersion relation for the finite depth flow [26], which does not allow analytical
solution via Cauchy residue theorem of the improper integral in (11) that therefore has to be now exclusively
treated numerically. This major difference forces us first to count and localize the poles of the integrand
using a combination of complex analysis and iterative solvers to make possible numerical implementation of
the residue theorem. This allows us to discretize the integro-differential equation into an algebraic nonlinear
eigenvalue problem for w by means of Galerkin decomposition and solve the resulting equation with an
appropriate numerical method. In this section, we present both the derivation of this nonlinear eigenvalue
problem and the methods for its solution. We argue that our approach can easily be extended to a wide
class of fluid-structure systems composed of a fixed elastic structure that interacts with a moving flow.
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Figure 7: Convergence of expression (76) over the radius R for arbitrary pair of complex eigenfrequencies and Mach numbers.
We used N = 20 nodes for the trapezoidal quadrature.

5.1. Counting and localizing the poles of a non-polynomial integrand in the integro-differential equation
For the sake of clarity in this section, we reintroduce the wave equation of the finite depth problem (11)
in terms of convolution, along with its boundary conditions

2

V(€ x,w) = <w2 + M? a) &(x) +a (—iw + M(%) (w*v)(z) =0, &0)=¢&T) =0, (72)

Y Ox?

where we have

u(z,w) = (—iw + Mi) &(x), (73)
T [k — (w — KM)? tanh ket ® Heo
vlz,w) = %/, | /@[(oE — HM]\)42) —tm t};nl}l K] " % _ Flr)dx. (74)

As stated before, the main issue in solving (72) is the presence of the improper integral (74). Indeed, in
contrast with the shallow- and deep water cases, the difficulty in direct application of the Cauchy residue
theorem to this integral is that it requires knowledge of the poles of the meromorphic function F(k), or
equivalently, the zeros of the analytic function

f(k) = (w— KkM)? — ktanh k, (75)

since the trivial pole K = 0 of F(k) is already known. As one can notice, expression (75) is nothing else
but the dispersion relation of the surface gravity waves travelling along a fluid layer with finite depth and
infinite extension, moving uniformly along a rigid bottom [26].

Since the characteristic equation (75) is not polynomial in x we cannot say a priori how many zeroes it
has in the complex k-plane. We determine this number numerically using the standard expression [63, 65]

_L f/(’i)d _ R 27 fl (Reie)

6
Ym0 S T o )y Flmemy © Y (76)

that relates the integer number v of zeros of f(k) in the complex k-plane inside an arbitrary closed contour
% which, for numerical purposes, we choose to be a circle of radius R that is centered at the origin.
Solving (76) numerically using a standard trapezoidal quadrature with w € C and M € R for increasing
values of R, demonstrates convergence to v = 2 with a good accuracy that is evident in Fig. 7. This result
is supported by the fact that both in the shallow water limit (when at k — 0 we have tanh(x) ~ k) and
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Figure 8: Convergence of zeros of (75) to the roots (77) over I', for w = wy, + w; with fixed values of imaginary parts (a)
w; = 0.001 and (b): w; = —0.1.

in the deep water limit (when tanh(x) = 1 as kK — +00), dispersion relation (75) reduces to a quadratic
polynomial in x which therefore has only 2 distinct roots.

Now, when the number of zeros in expression (75) is established, we can use an iterative algorithm such
as the standard Newton-Raphson method to locate precisely where these zeros lie in the complex k-plane.
In order for the algorithm to initiate, we need to provide an initial guess that is close enough to the exact

value of the desired root. A natural choice is to use the roots of the dispersion relation (75) either in the
shallow- or in the deep water limit

w
HiW —

_ DW _ 2WM + 1+ V4wM +1 (77)
M+1 % 202 ’
which depends on the length T' of the membrane. Indeed, since w = w,, + iw;, where w, = nwM,, /T is the

free membrane frequency (35) and w; € R is fixed, we have a clear numerical evidence that the zeros of (75)
tend either to k3" as I' — oo or to kW as I' — 0, see Fig. 8.

Since the location of the poles of the integrand in (74) is now determined, we continue our investigation
by applying the residue theorem to this improper integral in the same way as we did in the shallow water
limit. This time, due to the presence of a pole at the origin, the contour we consider is decomposed as

€ =|-R,—JUA.Ule, RJUAR, A= {ee, —m<t<0}, Ap={Re" 0<t<m}, (78)
where 0 < e < 1 and R > 1.

Using the oriented curve (78) in the contour integral (74) yields

72 F(r)dr = [ ReF(m)d/H— /A Flwyds+ / " Fle)dn + [ Flan (79)

Adopting the same argument as in the shallow water case and taking into account that F(z) is a
continuous function for z € Ag and that limg_, 1o |g(Re?)| = 0, where g(k) = F(k)e™"* and 6 € [0, 7],
we find that the contribution of the arc integral over Agr vanishes as we enlarge the radius, according to
Jordan’s lemma [63].

The contribution of the arc integral over A, in (79) also vanishes as ¢ — 0 because
0

lim [ F(k)dk = lim ie / e F(ee'?)dh = 0. (80)
e—0 A, e—0 -
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134 Chapter 5. Radiative instability of a finite Nemtsov membrane

Finally, taking the two limits of R — +o00 and € — 0 simultaneously and then applying the residue
theorem to (79), we obtain

/76 Fk)ds + /CR F(x)dr

—R

lim
R— 400
e—0

=PV / o F(r)dr = 2mi » _res (F(k), k), (81)

— 00

j=1

where the improper integral has to be taken in the sense of Cauchy Principal Value and where x; are the
zeros of (75) lying in the upper-half plane.

A similar argument works as well for an oriented contour ¢ in the lower half of the complex x-plane, to
enclose the poles with the negative imaginary parts.

Now we are prepared to recover the function v(z,w) from the general expression (74) as

2
v(z,w) = ines (F(k),k;), K;€C, (82)

which constitutes the main result of this section.

Note that owing to the fact that the poles are computed numerically and that F' in (82) cannot be
expanded in the Laurent series, we need to calculate the residues in (82) with an alternative, however
equivalent, expression to that used for obtaining (18). Namely, if we consider a meromorphic function
M (z) = a(z)/b(z) with a simple pole z; that is a root of b(z), then the residue for M (z) at z; reads as [63]

ves (M(2), 1) = lim Z(é)) . (83)

If the function M (z) has a double pole z5, we find similarly that [63]

res (M (z),22) = lim 6a’(2)b"(2) — 2a(2)b"(2) .

84
229 3 [b”(z)]Q ( )

Expressions (83) and (84) will be utilized in the numerical treatment of equation (72), for instance, in the
computation of the coresponding Jacobian.

5.2. Galerkin discretization and reduction to an algebraic nonlinear eigenvalue problem

The last step in solving the integro-differential equation (72) numerically is to introduce a modal form
for the displacement £(z) that respects the boundary conditions £(0) = &(I') = 0. For this purpose, we
introduce the following Galerkin decomposition, based on a superposition of modes of a free membrane
vibrating in vacuum

N .
) =Yg € =sin (7). (55)
=1

Substituting (85) into (72) and using the orthogonality of the modes (85) while integrating over the
membrane chord, we find

N T
Fo@ns =Y [ 716 smwgds =0, (86)
=1 70

The expression (86) represents the j-th scalar equation of the algebraic nonlinear eigenvalue problem in
w, which matrix pencil can be written as

F(w) = —w?T +aP(w)+ K, (87)
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where the matrices in (87) can be explicitly recovered through the following expressions [54]

Lij = 0ij,
. 2
Jm M,
Ko = (TF) b
2 ) (0)
Py = ¢ [ Pl (59)

with 6;; standing for the Kronecker delta. The function P follows from (72) after application of the Leibniz
rule (24):

P(E(x); 2, w) = iw (uv) — M Ku * gD +u(z, w)v(0,w)| (89)

where v(x) is given by (82) and

Ov i /+°° [k — (w — KM)? tanh K]e'~®

or  2r (w—kKkM)? — ktanhk (90)

— 00

should be computed separately with the similar approach. Indeed, integral (90) is nothing else but a slightly
modified version of expression (74), without the pole located at the origin. Therefore, a similar analysis
applied to (90) reduces it to

ov 2
Py w(x) =— Zres (F(k),K5), &;jeC. (91)
j=1

With the expressions (82) and (91) we can recover an explicit form of all the matrices constituting the
matrix pencil (87) of the nonlinear eigenvalue problem by direct numerical computation.

5.3. Jacobian of the nonlinear matriz pencil F(w)

Nonlinear eigenvalue problems constitute nowadays a challenging and ongoing research topic for a whole
community of mathematicians. State-of-the-art reviews [55, 56, 57] identify and classify different classes of
methods to solve them, depending on the nonlinearity. Most of the known methods are either based on
the Newton-Raphson iterative process or use contour integration [56]. In the present paper we prefer the
former.

The Newton-Raphson iterative process needs the derivative of the pencil (87) with respect to w, or
Jacobian of the system. In order to reach an acceptable convergence rate for the method, we compute the
analytical form of the Jacobian instead of approximating it numerically.

From (87) we find

dF dP
dap

where the derivative G- involves the derivative of the function P(z,w) as defined in (89). Applying the
Leibniz rule (24) once again, we obtain

oy = tuxv)tiw || = U o-
Ju Ov *v Ju v
- M [(&u * 8x> + (u * MJ) + %(Jc,w)v((),w) + u(x,w)%(o,w) ) (93)

where u is given by (73), v by (82), and g—’; by (91).
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136 Chapter 5. Radiative instability of a finite Nemtsov membrane

(d)n=4

Figure 9: Stability maps in the (M,,, M)-plane from the numerical solution of the matrix pencil (87) for T' = 10, & = 10~ and
n according to the legend.

As in the previous case, the higher-order derivatives of (74) involve slightly different improper integrals.
Their explicit expressions are recovered as

v 1 [T (w— kM) (tanh? k — 1)@

ow 7_r/_oo [(w—KkM)? — ktanh k]2 "
ﬂ i T k(w — kM)(tanh? k — 1)e™® de (94)
drow 21 J_oo  [(w—KkM)? — K tanh k]2 '

Despite the numerator in the integrand of (94) is different from (74), the poles remain identical to (90),
with the only difference that they are of second order. Therefore, we can apply the same procedure involving
the residue theorem as we did in the derivation of (82) (with a particular attention to the pre-factors of
the integrals). As the poles are no longer simple, we need to use the expression (84) for the residues when
computing derivatives (94).

5.4. Numerical evaluation of the integral in (88)

In our approach, the integrals in the expression (88) and its derivative, as well as in all the convolutions,
are integrated using numerical quadrature. Since the domain of integration is one-dimensional and we want
to keep high accuracy in our numerical scheme, we prefer to use the Legendre-Gauss-Lobatto quadrature rule
to approximate every integral. The nodes and weights of this spectral collocation method are recovered using
the Golub-Welsch algorithm [59], which is based on the inversion of a linear system obtained from the three-
term recurrence relation for Legendre polynomials. The computed eigenvalues correspond to the quadrature
points, while the eigenvectors are used to recover the weights. In this method, the nodes are defined on
an interval [—1, 1] before being mapped, using a linear transformation, to the interval of integration [0, T.
This spectral quadrature is able to reach computer accuracy with less than 20 nodes of discretization of the
interval [0,T7] and is thus used all over our code.
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Figure 10: Stability maps in the (u, M)-plane from the numerical solution of the matrix pencil (87) for T' = 10, @ = 10~% and
n according to the legend. We use a logarithmic scale for the growth rate.

5.5. Newton-like numerical method for solving the nonlinear eigenvalue problem

Now when every element of the matrix pencil (87) and its derivative (92) can be recovered by direct
numerical computation, we shall introduce the method that we will be using throughout the stability analysis
of the nonlinear eigenvalue problem. This numerical method is introduced in the recent review [55] and is
designed to solve the characteristic equation det F(w) = 0 from the inversion of successive linear problems.
As always in Newton-like methods, it has to start with an initial guess that is close enough to the exact
solution w. In our case, due to strong nonlinearity in w in the term (89), we shall restrict ourselves to
reasonably low values of . Indeed, this parameter acts as a linear factor at the nonlinear in w operator and
keeping it sensibly small prevents us from departing too far from the free membrane solution (corresponding
to a = 0). This allows us to initiate our algorithm by choosing the eigenfrequency of the free membrane
(35) as an initial starting point. With this first guess w® = w,, the method of successive linear problems
is an iterative routine, where the p-th iteration requires to solve a linear eigenvalue problem

F(wP)u = 0F (w®)u. (95)
After inversion of expression (95), we re-initiate the method as follows
W@t — @) _ 0, (96)

where 6 is chosen to be the smallest eigenvalue of (95) in the absolute value. As expected from the method,
we can easily reach quadratic convergence in w.

The computational method presented through this section has been fully implemented and parallelized
in MATLAB using the Parallel Computing Toolbox available from the software. All stability maps in the
parameter spaces that will be presented in the next section are recovered from the direct computation of
growth rates Im(w) of the nonlinear matrix pencil (87).
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Figure 11: Instability domains (blue) of the finite depth system and finite-chord membrane for the eigenfrequencies w recovered
from the matrix pencil (87). Parameters used are My, = 1, & = 10~ and n according to the legend. Neutral stability line
obtained from the first-order expansion of the shallow water growth rate (41) are shown as dotted red.
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Figure 12: Finite depth growth rates converge to the shallow water ones as I' — oo for My, = 1, a = 1074, n = 3, and I" = 100.
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Figure 13: (a) Instability domain and (b,c) its close views (blue) for My, = 1, @ = 1074, and n = 4. (c) The leftmost tongue
never touches the axis I' = 0. (d) The lower panel represents growth rates computed at a fixed value of I' = 120.

5.6. Stability maps for the finite-chord Nemtsov membrane in the finite-depth flow

Applying the computational method described above to the nonlinear eigenvalue problem defined by the
matrix pencil (87), we find frequencies and growth rates of the finite-chord Nemtsov membrane coupled to
the free surface flow of finite depth. First, we are benchmarking our method against the analytical solution
(41) in the shallow-water limit, corresponding to I' — oo, and shown in Fig. 2. In Fig. 9 we show an analogue
of Fig. 2 for the membrane with the chord length I' = 10 and o = 10~* that demonstrates all the structural
characteristics that are present in the shallow water stability map including the tongues of intertwining
flutter regions and the wide stability gap. Nevertheless, one can observe that in the case of the finite-chord
membrane in the finite-depth flow some of the tongues are either separated to individual instability islands
or merged into continuous instability belts. These new effects are caused by the finite values of the chord
length of the membrane and the finite depth of the fluid layer.

In a similar way, we produce stability maps in the (u, M)-plane computed from the numerical solution
of the algebraic nonlinear matrix pencil (87) for I' = 10 and « = 10~*. Comparing the results shown in
Fig. 10 with the analytical solutions in the shallow water limit that are visualized in Fig. 4, we notice good
qualitative and quantitative agreement of the two approaches.

A drawback of our first-order in « analytical expression (41) for the growth rates in the shallow water
approximation was that the size of the membrane I' in it was only playing the role of a scaling factor and
thus did not change the shape of the instability domains as it is the case for the finite depth solution.
In contrast, the numerical solution of the nonlinear eigenvalue problem with the pencil (87) allows us to
investigate zones of the radiation-induced flutter in a broad range of variation of the chord length I'.

In Fig.11(a,b) we present stability maps in the (I, M)-plane for the membrane modes with n = 1,2
that show stability close to the critical values M = 1 and T' = 0 with instability (blue domain) everywhere
else. Notice that as I' — oo, the lower boundary of the flutter domain for the finite depth layer tends to
the horizontal neutral stability curve (shown as a red dotted line) that follows from the first-order in «
expansion of the growth rate (41) in the shallow water approximation. On the other hand, in the opposite
limit of I" — 0, corresponding to the deep water approximation, the finite-chord-length Nemtsov membrane
is stable, in accordance with the perturbation analysis in section 4. These observations confirm that our
numerical results for the finite depth problem are in a very good agreement with the analytical treatment
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Figure 14: Instability domains (blue) of the finite depth system and finite-chord membrane for the eigenfrequencies w recovered
from the matrix pencil (87). Parameters used are M, = 1, @ = 10~3 and n according to the legend. The dotted red lines
represent the neutral stability curves obtained from the first-order expansion of the shallow water growth rate (41).

presented in the previous sections and that our numerical procedure converges to correct eigenvalues.

Exploring the stability map in the (T, M)-plane further for the higher-order membrane modes with n = 3
unveils even more intriguing pattern shown in Fig.11(c,d). First, Fig.11(c) highlights a curious structure
of two prominent subdomains in the parameter plane with the stability gap corresponding to a sector of
stability also visible in the left part of Fig. 11(c). Second, the lower subdomain in Fig.11(c) decomposes to a
bunch of instability tongues spreading along the I'-axis, see Fig. 11(d). Third, for every tongue, even for that
commencing very close to the M-axis (Fig. 11(e)), there is a critical value of the chord length T" such that the
shorter membranes are stable, quite in accordance with the analytical results for the deep water reported
in section 4, cf. Fig. 6. Fourth, and, probably the most rewarding, is the evidence that in the limit of
I' — oo the boundaries of the instability tongues of Fig. 11(d) converge to the shallow water solution shown
by red dotted horizontal lines in Fig. 11(d), which is also confirmed by the convergence of the corresponding
growth rates shown in Fig. 12. Therefore, the pattern of instability tongues that we discovered first in the
shallow water approximation manifests itself also in the general case of the finite-chord membrane in the
finite-depth fluid flow. With the increase in n, the instability tongues start to break and intertwine, making
the pattern even more intriguing, see Fig. 13 for the stability maps corresponding to n = 4.

As is evident in Fig.14 modification of the added mass ratio parameter a by an order of magnitude from
a = 107* to a = 1072 deforms the pattern of instability regions. Although all the qualitative features
remain in place, the behaviour of the stability boundaries at large values of I' does not demonstrate a
perfect convergence to the shallow water solution as one can see in the closer views of the stability domains
in Fig.14(e,f). Notice, however, that the red dotted lines are obtained from the first order in « perturbation
expansion (41) of the full dispersion relation (31). This fact explains the discrepancy and suggests that
sensitivity of stability of the Nemtsov membrane to a has been proven to be rather important, quite in
accordance with the remark of Barbone and Crighton [7] that the intermediate values of the fluid-loading
parameter appear to be the most complicated as it is impossible to label the mode of the fluid-solid system
as corresponding solely to a ‘solid mode’ or a ‘fluid mode’. This complication manifests itself in the fact
that « is a factor of the nonlinear and non-polynomial in w operator in (87). By this reason, as soon as «
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departs from the origin, the choice of the free membrane mode (35) is less suitable as a first guess to initiate
the Newton-like iterative process (96), which therefore works less stably at larger values of o. Parameter
continuation proposed, e.g. in [33] in a different setting, only slightly improved performance of our method,
reflecting the fact that nonlinear eigenvalue problems of fluid-structure interaction are notoriously hard.
Nevertheless, our method allowed to obtain new results in the classical problem in the unprecedentedly
broad range of all other important parameters, including, first of all the chord length, dimensionless velocity
of the flow, and speed of propagation of elastic waves in the membrane.

6. Concluding Remarks

In this paper we studied conditions for the onset of a radiation-induced instability of the Nemtsov
membrane in a uniform flow with free surface. In contrast to previous works [26, 27] that were limited either
by the shallow water approximation or by the assumption that the membrane has infinite chord length, we
consider the problem in its entirety and take into account both the finite chord of the membrane and the
finite depth of the fluid layer.

First, we derive a new integro-differential equation for the deflection of the finite-chord membrane that
is coupled to the finite-depth flow.

Then, we develop an analytical procedure allowing to find the eigenvalues of the membrane that is
weakly coupled to the flow in the shallow- and deep water approximations. Our original contribution is a
systematic procedure that combines Laplace transform, residue calculus, and perturbation of eigenvalues.
The analytical solution allowed us to plot detailed stability maps and find a new pattern of intertwining
instability tongues that to the best of our knowledge has not been previously reported in the literature.
Furthermore, we were able to find analytically the geometrical structure that governs position, orientation
and self-intersections of the instability tongues.

Next, we developed an original numerical method to treat the finite-chord membrane in the finite-depth
uniform flow with the free surface. With a combination of complex analysis and Galerkin discretization we
reduced the boundary eigenvalue problem for an integro-differential equation to an algebraic non-polynomial
nonlinear eigenvalue problem and solved it with a Newton-like method. This approach allowed us to explore
the onset of instability with respect to the chord length of the membrane, velocity of the flow, and speed of
elastic waves propagating along the membrane at small but finite values of the added mass ratio parameter
that plays a role of an effective damping due to radiation of surface gravity waves.

We believe we have made a convincing case that the Nemtsov membrane is able to play the same
paradigmatic role for understanding radiation-induced instabilities as the famous Lamb oscillator coupled
to a string has played for understanding radiation damping. We believe that our procedure is applicable to
a broad class of fluid-structure interaction problems that require solving nonlinear eigenvalue problems. An
extension of it allowing for a significant continuation with respect to the coupling parameter has proven to
be a harder topic that we leave beyond the scope of this paper.
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Conclusion

Throughout this thesis, we have presented and analyzed a series of prob-
lems subject all to possible instabilities due to the presence of dissipation or
the radiation of wave energy. They all shared the same intrinsic features that
are characteristic to this family of systems, i.e. the emission of waves with
opposite energy signs and the movement of eigenvalues in the spectrum of
the matrix pencil. Although we managed to derive exhaustive dispersion re-
lations for the different configurations, recovering the explicit expressions of
growth rates and frequencies from these formulas is most of the time a chal-
lenging task to undertake, due to the high polynomial degree or the presence
of nonlinear terms. For this purpose, we often made use of the perturbation
theory of eigenvalues and the sensitivity analysis of characteristic equations
(Kirillov, 2021) to approximate the dispersion curves around critical points.
Still, when the settings were too complex to be solved analytically from the
latter methods, we developed numerical tools using an ad-hoc approach and
managed to extract results in agreement with simplified forms of the solu-
tions.

We notably used the perturbation theory of the ideal (undamped) eigen-
values of the Maclaurin spheroids in Chapter 1, to derive a general expres-
sion that is valid in the context of simultaneous double damping mecha-
nisms. Once evaluated in the space of the dissipation parameters, the neutral
stability surface has a topological singularity known as the Whitney’s um-
brella, a well-known feature of systems subject to dynamical and dissipation-
induced instabilities. As an application for the stability analysis of Maclau-
rin spheroids, we further consider the critical angular velocity at which a
neutron star can rotate, depending on its temperature. This chapter demon-
strates the practicality and generality of the results obtained from the differ-
ent methods that we applied.

The analysis of an isolated stratified geostrophic vortex, as done in chap-
ter 2, is a valuable illustration of the emission of gravitational waves from a
single rotating neutron star from the analogy made with the scattering of in-
ternal gravity waves. From the consideration of a non-columnar background
velocity field, the so-called “pancake vortex’, we perform a linear stability
analysis of the equations of motion, by means of the geometrical optics ap-
proximation. We therefore recover precedent results on simplified configura-
tions and support the numerical simulations from the literature with original
stability domains and instability criteria.

Another interesting double-diffusive system, highlighting a similar be-
haviour as in the case of the CFS instability, consists of the resistive MHD
flows. An extension of already established stability domains is presented in
Chapter 3 from a new derivation of the equations of motion, in the form of
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a Hain-Liist differential equation. From a WKB analysis of the latter, we are
able to extend the instability maps of this sort of MHD flows in the limit of
long-wavelength. This prediction is further confirmed from the numerical
simulation of a magnetized Taylor-Couette flow.

Furthermore, we established supplementary connections of our stability
results with the physical interpretations present in different domains of ap-
plication, as in the case of the anomalous Doppler effect and the flutter theory
from the Nemtsov membrane (Nemtsov, 1985; Labarbe and Kirillov, 2020;
Labarbe and Kirillov, 2021). The latter case, presented in Chapter 4 and Chap-
ter 5, has also been analyzed in terms of the recent discovery of separated
domains of inverse Doppler shift, namely the normal (inverse) superlight
Doppler effect (Shi et al., 2018). Such connections are, from our point of view,
highly important as they enlarge the areas of application of these classical
theories and establish thus a more general formulation of these ideas.

From the presentation of these classical problems, we developed a natu-
ral treatment for the various dynamical systems involving either dissipation
or radiation of wave energy, regardless of their domains of application. We
believe that the approaches presented along this thesis are still applicable to
a broad range of scientific areas outside of the ones considered here.

FORTHCOMING EXTENSIONS AND FUTURE PROSPECTS

Several continuations are possible due to the general and global aspect of
the notion of radiative and diffusive instabilities.

One that could immediately benefits the broadest community would be to
consider a boundary value problem associated with the CFS mechanism pre-
sented along Chapter 1. Despite demonstrating a highly challenging problem
due to the necessity of considering the coupling of Einstein’s field equations
with the Navier-Stokes system, it would bring new insights on the double-
diffusive mechanism and would remove some assumptions on the dynamics
of the fluid, e.g., assuming an asymmetric spheroid with arbitrary angular
velocity. Moreover, adding thermal diffusion in this seminal problem would
be an interesting feature since the hypothesis of isothermal surfaces is not
very consistent with the observational data of heated neutron stars.

Chapters 2 and 3 consist in the presentation of original stability results
of stratified and magnetized vortices under linear perturbations. Extending
the linear stability analysis to the case of nonlinear perturbations is a next
step that requires further attention and the use of different analytical and
numerical methods.

Regarding Chapters 4 and 5, we could relax physical assumptions of the
flow to improve the accuracy of the hydrodynamical model while recover-
ing new physical phenomena and instability windows. Considering the in-
fluence of viscosity in the problem of the Nemtsov membrane is indeed left
for future works as it destroys the potential aspect of the flow and there-
fore requires stronger numerical methods to recover the spectrum of the new
boundary value problem. Finding a way of considering arbitrary values of
the added mass ratio &« in the nonlinear problem of the finite membrane is
also a challenging but promising objective that shall be considered in the fu-
ture.
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